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Biases in Large Language Models

What are biases and where do they come from?

Biases refer to systematic deviations from rationality or fairness
that influence human judgments and decisions.

Language models (LMs) trained on extensive unfiltered text
data that reflect human prejudices and stereotypes can encode
biases.

Biases can also originate from model specifications, algorithmic
constraints, product design, and policy decisions.

Why are biases problematic and harmful?

Biases in LMs and their applications can lead to discrimination,
exclusion, toxicity, and misinformation.

Biases affect the quality, reliability, trustworthiness, and social
responsibility of LMs.

Marginalized or vulnerable groups may experience negative
impacts due to biases in LMs.
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Biases in Large Language Models

How can we identify, quantify, and mitigate biases?

Various methods and tools can be employed to detect, measure,
and analyze biases in LMs and their outputs.

Data filtering, debiasing techniques, adversarial training, and
human feedback can be utilized to reduce or eliminate biases in
LMs.

Ethical principles, guidelines, and regulations ensure fair,
transparent, and accountable development and deployment of
LMs.
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Biases in language models: Gender Bias

Gender bias involves associating certain attributes or roles with a
specific gender, often resulting in discrimination or stereotyping.

For instance, a language model may generate more toxic or
hateful sentences when provided with female pronouns
compared to male pronouns.

Another example is the association of certain professions or
emotions with a specific gender, such as flight attendant or
anxious with females and pilot or lawyer with males.
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Biases in language models: Gender Bias

Male vs. female academic recommendation letters

Male-associated words Female-associated words
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Biases in language models: Religious Bias

Religious bias entails favoring or disfavoring a particular religion
or group of religions, often leading to prejudice or intolerance.

For example, a language model may generate more violent or
negative sentences when given Muslim-related terms compared
to other religions.

Additionally, a language model may associate certain actions or
values with a specific religion, such as terrorism or oppression
with Islam and peace or freedom with Christianity.
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Biases in language models: Race Bias

Race bias involves assigning certain traits or behaviour to
certain ethnic groups, leading to prejudice or intolerance.

COMPAS is a software used
to predict re-offense risk.

Mispredictions have a
clear different pattern for
white and black defendants:

African-
Misprediction White American

Labeled high risk, but did not re-offend 23.5% 44.9%
Labeled low risk, yet did re-offend 47.7% 28.0%
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Biases in language models: Race Bias

Race bias may cause undeperforming models for less represented
or less socially favoured ethnicities.

Face recognition systems are less accurate on dark skins

http://gendershades.org/

http://gendershades.org/
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Biases in language models: Race Bias

Race bias may cause undeperforming models for less represented
or less socially favoured ethnicities.

Speech recognition systems are less accurate on black people

A.Koenecke et al., 2020, Racial Disparities in Automated Speech
Recognition. PNAS 117 (14), April 2020

https://www.pnas.org/doi/10.1073/pnas.1915768117
https://www.pnas.org/doi/10.1073/pnas.1915768117
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Techniques for mitigating biases in LLMs

Data filtering

Data filtering involves the removal or alteration of biased or
harmful content in the data before training the LM.

It reduces the exposure to biased or harmful content, although
it may introduce new biases or reduce diversity.

Ex: Hate speech classifiers, sentiment analyzers, or keyword lists
can be used to filter toxic or offensive data.

Debiasing techniques

Debiasing techniques aim to modify a language model or its
outputs to minimize or eliminate biases.

Ex 1: Use data augmentation, counterfactual data generation,
or adversarial examples to increase the representation of
underrepresented groups or scenarios.

Ex 2: Post-hoc interventions, such as rewriting, reranking, or
filtering, to modify the outputs of a LM and make them less
biased or harmful.
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Techniques for mitigating biases in LMs

Adversarial training

Adversarial training aims to train a language model to be
resilient against perturbations or attacks that may induce biases
or errors.

One approach involves using gradient-based methods, such as
FGSM or PGD, to generate adversarial examples that maximize
the loss of a language model and then using them to fine-tune
the model.

Adversarial training improves the generalization and robustness
of a language model, but it may also increase the computational
cost and complexity of the training process.



Advanced
Human

Language
Technologies

Limitations of
LLM

Content
Hallucination

Ethical
Considerations

Outline

1 Limitations of LLM
Biases in LLM

Gender Bias
Religious Bias
Race Bias
Mitigating Biases

Content Hallucination
Robustness
Security Concerns

2 Ethical Considerations



Advanced
Human

Language
Technologies

Limitations of
LLM

Content
Hallucination

Ethical
Considerations

Content Hallucination in LLM

LLMs content hallucinations are generated texts that are
nonsensical or unfaithful to the provided source content.

It occurs because LLMs are trained on diverse and noisy text
data and have no way of distinguishing between fact and fiction.

It poses a serious problem for applications that rely on LLMs for
generating accurate and trustworthy information, such as
question answering, summarization, and medical advice.
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Examples of Content Hallucination

Summarization

In summarization, content hallucination can lead to false or
misleading summaries that do not reflect the main points or
facts of the original text.

For example, ChatGPT generated this summary of an article
about COVID-19 vaccines:

The article discusses the development and distribution of
COVID-19 vaccines around the world. It mentions that sev-
eral countries have approved or authorized some vaccines,
such as Pfizer-BioNTech, Moderna, Oxford-AstraZeneca,
and Sputnik V. It also reports that some challenges remain,
such as ensuring equitable access, overcoming vaccine hes-
itancy, and monitoring safety and efficacy.

However, this summary is hallucinated, because the original
article does not mention Sputnik V at all.



Advanced
Human

Language
Technologies

Limitations of
LLM

Content
Hallucination

Ethical
Considerations

Examples of Content Hallucination

Question Answering

In question answering, content hallucination can lead to wrong
or fabricated answers that do not match the evidence from the
source text.

For example, ChatGPT generated this answer to the question
Who owns Silicon Valley Bank? based on a Wikipedia article:

Silicon Valley Bank is owned by SVB Financial Group, a
holding company that also operates other subsidiaries such
as SVB Capital, SVB Analytics, SVB Private Bank, and
SVB Wealth Advisory.

However, this answer is hallucinated, because the Wikipedia
article does not mention SVB Analytics or SVB Wealth Advisory
at all.
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AI is not always robust enough

Sentiment analysis error caused by a single typo.
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AI are not always robust enough

M.Sharif et al., 2016, Ac-
cessorize to a Crime: Real
and Stealthy Attacks on State-
of-the-Art Face Recognition.
2016 ACM Conference on
Computer and Communica-
tions Security.

https://dl.acm.org/doi/10.1145/2976749.2978392

Colored glasses disrupt system’s ability to accurately read pixel
coloration

The wearer can dodge recognition or impersonate someone else.

Other back doors may exist allowing attackers to bypass
technology controls.

https://dl.acm.org/doi/10.1145/2976749.2978392
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AI are not always robust enough

Traditional AI systems were far from perfect, but less
confidence was put on them

Latest AI systems, including LLMs, are almost blindly
trusted by users, which might have disastrous
consequences.
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Security Concerns with LLM

LLMs like ChatGPT integrated into other applications pose
significant security risks. Greshake et al. (2023)1, identify the
following concerns:

Remote control of LLMs

Leakage/exfiltration of user data

Persistent compromise across sessions

Injection spread to other LLMs

Compromising LLMs using small multi-stage payloads

Automated Social Engineering

Targeting code completion engines

1
Not what you’ve signed up for: Compromising Real-World LLM-Integrated Applications with Indirect

Prompt Injection

https://arxiv.org/abs/2302.12173
https://arxiv.org/abs/2302.12173
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Security Concerns with LLM: Indirect prompts

A malicious agent can poison public information sources (e.g.
Wikipedia) so that a LLM gets new instructions when processing
them.

The poison instructions are inside the HTML code, invisible to
humans (e.g. as comments).
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Security Concerns with LLM: Spreading injections
via E-Mail

LLMs can be used for automatic processing of messages and
other incoming data.

The targeted agent can read emails, compose emails, access the
user’s address book, and send emails.

The tainted agent can spread to other LLMs that may be
processing the incoming messages.
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Security Concerns with LLM: Code Completion

LLMs can be used as programming helpers to create or
complete pieces of code.

Attackers can attempt to insert malicious or obfuscated code
that may be executed by a curious developer when suggested by
the completion engine.
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Security Concerns with LLM: Code Execution

LLMs can be allowed to execute the code they generate.

E.g. Search all .xls files in my home folder and move them to
folder “xls2023”

To accomplish this, the LLM needs to generate a code and
execute it.

A compromised LLM may generate malicious code.

An attacker may request the LLM to do some self-harming
actions.

E.g. Remove all *.py files in your server.
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Ethical Considerations

Large AI models pose new challenges, not only technological, but
also social.

Environmental cost

Biases

Tunnel vision in research

Technological dependence



Advanced
Human

Language
Technologies

Limitations of
LLM

Ethical
Considerations

Environmental Cost

E.Strubell et al., 2019. Energy and Policy Considerations for Deep Learning in
NLP. Proceedings of ACL 2019.
https://aclanthology.org/P19-1355.pdf

https://aclanthology.org/P19-1355.pdf
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Biases

Training Data Auditing

It is not possible to audit and validate the massive amount of
data used to train LLMs.

It is not possible to audit the model itself once trained.

Inevitably, biased texts and false information is going to be
included in the model.

Blind Trust

The good performance of LLMs gives a false impression of
reliability.

Users tend to blindly trust LLM answers, and use them
unchecked

Perfect scenario for fake news, misinformation, radicalization...
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Tunnel Vision in research

Research efforts will concentrate on LLMs, at the expense of
other alternatives which might end up being more efficient
(energetically, technologically, socially, ...)

Small research groups (universities, research centers, SMEs, ...)
can not compete with big players.

Reduction of research critical mass and diversity may lead to
slower advances or stagnation.
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Technological Dependence

Resources needed to develop and host LLMs are not affordable
for small organizations.

Few big providers will control the market with regard to:

Prices
Which information is fed to LLMs
Which questions can be asked to them
Who can use them
...
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