
Deep Learning Lessons
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Outline Deep Learning Lessons

● Lesson 1: Linear models. Feed Forward NN. Simple Perceptron. Multilayer 
Perceptron (MLP). Neural language modeling and Word embeddings. Use of 
words embeddings.

● Lesson 2: Recurrent NN (RNN): GRU, LSTM. Recursive. Embeddings of more 
complex units with RNNs. 

● Lesson 3: Convolutional NN for NLP. NLP applications. Libraries and languages 
for NN: PyTorch.
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Outline Lesson 2

● Introduction
● Recurrent Neural Networks
● Gated Units
● Applications
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Motivation

● In natural language processing we often deal with SEQUENCES (e.g. Language
modeling, part-of-speech tagging, machine translation…)

● We need models that take information of SEQUENCE

● HOW?
● By recurrency
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Recurrent computational graph

● Regardless of the sequence length, the learned model always has the same
input size, because it is specified in terms of transition from one state to 
another state, rather than specified in terms of a variable-length history of 
states.

● 2. It is possible to use the same transition function f with the same
parameters at every time step



Vanilla RNN
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Recurrent Neural Network (RNN) 
adding the “temporal” evolution

Allow to build specific 
connections capturing ”history” 

TIME-STEPS: the memory do you want to include in your network. 
If you want your network to have memory of 60 characters, this number should be 60.



Recurrent Neural Network (RNN) : sharing
Weights

Hence we have two data flows: 
Forward in space + time
propagation: 2 projections pe r layer 
activation Last time-step includes the 
context of our decisions recursively

W, U, V shared across all steps



Recurrent Neural Network (RNN) : parameters

Allow to build specific 
connections capturing ”history” 



Quick Exercise

● The figure shows a RNN with one
input unit x, one logistic hidden unit h, 
and one linear output unit y.  The
Network parameters are Wxh=-0,1, 
Whh=0.5 and Why=0.25, hbias=0.4 
and ybias=0.0. The input takes the
values 18, 9, -8 at time steps 0,1 and 2.

● 1-Compute the hidden value h0
● 2-Compute the output value y1
● 3-Compute the output value y2
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Alternatives of recurrence 



Training a RNN I: BPTT

● Backpropagation through time (BPTT): The training 
algorithm for updating network weights to minimize error 
including time



Remember BackPropagation

1. Present a training input pattern and propagate it through 
the network to get an output.

2. Compare the predicted outputs to the expected outputs 
and calculate the error.

3. Calculate the derivatives of the error with respect to the 
network weights.

4. Adjust the weights to minimize the error.
5. Repeat.



BPTT I: Loss

Our goal is to calculate the gradients of the error with 
respect to our parameters U, W and V and and then 
learn good parameters using Stochastic Gradient 
Descent. 

The total loss for a given sequence x(t)



BPTT II: backward in time and in space

Gradient on the outputs at time step t

Backward in spaceBackward in time



BPTT III: gradient of the Loss

Start at the end of the sequence, going backward



BPTT IV: gradient on the remaining parameters



Note on teacher forcing

Pro’s

No need BPTT
Parallel Training

Con’s

Exposure bias (but in practice is not so 
relevant)
Recurrence from the output, not internal state



Vanishing gradient
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Vanishing gradient I

● During training gradients explode/vanish easily 
because of depth-in-time → Exploding/Vanishing 
gradients!



Vanishing gradient II
● Traditional activation functions such as hyperbolic

tangent have gradients in the range (-1.1) and 
backpropagation computes gradients by the chain rule

○ The vanishing (and exploding) gradient problem is
caused by the repeated use of the recurrent
weight matrix in RNN

■ This has the effect of multiplying n of these
small numbers to compute gradients

■ This means that the gradient (error signal) 
decreases exponentially with n 

tanh and derivative. 



Question

● Do FNNs with several hidden layers suffer from vanishing gradient
problem?
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Standard Solutions

● Proper initialization of Weight Matrix

● Regularization of outputs or Dropout

● Use of ReLU Activations as it’s derivative is either 0 or 1



Standard RNN
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https://www.nextbigfuture.com/2016/03/recurrent-neural-nets.html

SLIDES FROM: http://colah.github.io/posts/2015-08-Understanding-LSTMs/



Long-Short Term Memory (LSTM)
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Gating method

1. Change the way in which past information is kept → create the notion of cell 
state, a memory unit that keeps long-term information in a safer way by 
protecting it from recursive operations

2. Make every RNN unit able to decide whether the current time-step 
information matters or not, to accept or discard (optimized reading 
mechanism)

3. Make every RNN unit able to forget whatever may not be useful 
anymore by clearing that info from the cell state (optimized clearing 
mechanism)

4. Make every RNN unit able to output the decisions whenever it is ready 
to do so (optimized output mechanism)



Long Short-Term Memory (LSTM)

Three gates are governed by sigmoid units (btw [0,1]) define 
the control of in & out information..

Figure: Cristopher Olah, “Understanding LSTM Networks” (2015) slide credit: Xavi Giro

http://colah.github.io/posts/2015-08-Understanding-LSTMs/


Forget Gate

Forget Gate:

Concatenate

Figure: Cristopher Olah, “Understanding LSTM Networks” (2015) / Slide: Alberto Montes

What part of memory to 
“forget” – zero means 

forget this bit

http://colah.github.io/posts/2015-08-Understanding-LSTMs/


Forget Gate: Example

Figure: Cristopher Olah, “Understanding LSTM Networks” (2015) / Slide: Alberto Montes

LANGUAGE MODELING

Joan es un chico activo y Anna es una chica
calmada

Forget about ”male” gender

http://colah.github.io/posts/2015-08-Understanding-LSTMs/


Input Gate

Input Gate Layer

New contribution to cell state

Classic neuron

Figure: Cristopher Olah, “Understanding LSTM Networks” (2015) / Slide: Alberto Montes

What bits to insert into the 
next states

What content to store into 
the next state

http://colah.github.io/posts/2015-08-Understanding-LSTMs/


Input Gate: Example

Input Gate Layer

Figure: Cristopher Olah, “Understanding LSTM Networks” (2015) / Slide: Alberto Montes

LANGUAGE MODELING

Joan es un chico activo y Anna es una chica
calmada

Input about ”female” gender

http://colah.github.io/posts/2015-08-Understanding-LSTMs/


Update Cell State

Update Cell State (memory):

Figure: Cristopher Olah, “Understanding LSTM Networks” (2015) / Slide: Alberto Montes

Next memory cell content –
mixture of not-forgotten part 
of previous cell and insertion

http://colah.github.io/posts/2015-08-Understanding-LSTMs/


Output Gate

Output Gate Layer

Output to next layer

Figure: Cristopher Olah, “Understanding LSTM Networks” (2015) / Slide: Alberto Montes

What part of cell to 
output

tanh maps bits to [-1,+1] 
range

http://colah.github.io/posts/2015-08-Understanding-LSTMs/


Output Gate: Example

Figure: Cristopher Olah, “Understanding LSTM Networks” (2015) / Slide: Alberto Montes

LANGUAGE MODELING

Joan es un chico activo y Anna es una chica
calmada

Info relevant for a verb? : ”female”, “singular”, 
“3rd person”

http://colah.github.io/posts/2015-08-Understanding-LSTMs/


Implementing an LSTM

http://colah.github.io/posts/2015-08-Understanding-LSTMs/

(1)

(2)

(3)

For	t	=	1,…,T:



GRU – gated recurrent unit 
(more compression)

It combines the forget and input into a single update gate.
It also merges the cell state and hidden state. This is simpler
than LSTM. There are many other variants too.

reset gate

X,*: element-wise multiply

LSTM

Update gate

Cho, Kyunghyun, Bart Van Merriënboer, Caglar Gulcehre, Dzmitry Bahdanau, Fethi Bougares, Holger Schwenk, and Yoshua Bengio. "Learning phrase 
representations using RNN encoder-decoder for statistical machine translation." AMNLP 2014.

http://arxiv.org/abs/1406.1078


GRUs also takes xt and ht-1 as inputs.  They perform some 
calculations and then pass along ht. What makes them different 
from LSTMs is that GRUs don't need the cell layer to pass 
values along.  The calculations within each iteration insure that 
the ht values being passed along either retain a high amount of 
old information or are jump-started with a high amount of new 
information. 



Visual Comparison FNN, Vanilla RNNs and LSTMs
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Image src http://blog.echen.me/2017/05/30/exploring-lstms/



Visual Comparison FNN, Vanilla RNNs and LSTMs
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Image src http://blog.echen.me/2017/05/30/exploring-lstms/



Visual Comparison FNN, Vanilla RNNs and LSTMs
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Image src http://blog.echen.me/2017/05/30/exploring-lstms/



Variants of RNNs
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Sequence to vector



Vector to sequence
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Exercise

● Draw the computational graph of a sequence to sequence model
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Sequence to sequence
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Bidirectional RNNs
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Question

● You have a pet dog whose mood is heavily dependent
on the current and past few days’ weather. You’ve
collected data for the past 365 days on the weather, 
which you represent as a sequence as x<1>,…,x<365>. 
You’ve also collected data on your dog’s mood, which
you represent as y<1>,…,y<365>. You’d like to build a 
model to map from x→y. Should you use a Unidirectional
RNN or Bidirectional RNN for this problem?
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Recursive networks
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Recursive networks
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Recursive Neural Network Definition
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Images from Stanford CS224N 



Recursive vs recurrent
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Recursive vs Recurrent
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Each time step merges two adjacent nodes I
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Each time step merges two adjacent nodes II
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Each time step merges two adjacent nodes III
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And so on…
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Final tree score

● The score of a tree is computed by the sum of the parsing decisión 
scores at each node

● s(x,y)= ∑#∈#%&'((*) ,# ;

● x is sentence; y is parse tree
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Training objective

● J= ∑# $(&#, (#) − max
.∈0(12)

$(&#, ( − ∆((, (#)) ;

● The loss ∆((, (#) penalizes all incorrect decisions

● Structure search for A(x) was greedy (join best nodes each time) 
(alternative: beam search)
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Backpropagation Through Structure

● Principally the same as general backpropagation
● Three differences resultinng from the recursion and tree structure: 
● 1. Sum derivatives of W from all nodes (like RNN) 
● 2. Split derivatives at each node (for tree) 

○ During forward prop, the parent is computed using 2 children

○ Hence, the errors need to be computed wrt each of them

● 3. Add error messages from parent + node itself

○ What came up (fprop) must come down (bprop) 

○ Total error messages = error messages from parent + error message from own
score 59



Some Fun LSTM Examples

http://karpathy.github.io/2015/05/21/rnn-effectiveness/



Question: Can LSTMs be used for other sequence 
tasks: which ones?

http://karpathy.github.io/2015/05/21/rnn-effectiveness/



LSTMs can be used for other sequence tasks: which 
ones?

http://karpathy.github.io/2015/05/21/rnn-effectiveness/

sequence 
classification translation named entity 

recognition
image 
captioning



Character-level language model

http://karpathy.github.io/2015/05/21/rnn-effectiveness/

Test time:
• pick a seed 

character sequence
• generate the next 

character
• then the next
• then the next …



Character-level language model

http://karpathy.github.io/2015/05/21/rnn-effectiveness/



Character-level language model

http://karpathy.github.io/2015/05/21/rnn-effectiveness/

Yoav Goldberg: 
order-10 unsmoothed 
character n-grams



Character-level language model

http://karpathy.github.io/2015/05/21/rnn-effectiveness/



Character-level language model

http://karpathy.github.io/2015/05/21/rnn-effectiveness/

LaTeX “almost compiles”



Character-level language model

http://karpathy.github.io/2015/05/21/rnn-effectiveness/



Attention



Sequence-to-sequence models

how are you ?

Cómo estás EOS

encoder decoder

¿ Cómo estás

?

?

¿

<s>

THOUGHT/
CONTEXT

VECTOR
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Any problem with these models?
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Additive attention
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● (BaHdanau et al, 2015)



Attention

encoder

decoder

+

Attention allows to use multiple vectors, based on
the length of the input 
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Attention Integration & Visualization Step-by-step
[from Medium]

Attention map for the freeform date “5 Jan 2016”. 
We can see that the neural network used “16” to decide 
that the year was 2016, “Ja” to decide that the month
was 01 and the first bit of the date to decide the day of 
the month.

https://medium.com/datalogue/attention-in-keras-1892773a4f22


Encoder-decoder architecture set up

Set up of the encoder-decoder architecture. The
encoder network processes the input sequence into an
encoded sequence which is subsequently used by the
decoder network to produce the output.



Use of a summary state in the encoder-decoder



Use of the complete encoded sequence in the decoder



Overview of the attention mechanism



Overview of the attention mechanism



Overview of the attention mechanism



Improvements
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Multiple Sources

● Attend to multiple sentences (Zoph et al., 2015)

● Attend to a sentence and an image (Huang et al. 2016)
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Coverage

● Problem: Neural models tends to drop or repeat content
● In MT, 
● 1.Over-translation: some words are unnecessarily translated for 

multiple times;
● 2. Under-translation: some words are mistakenly untranslated.
● SRC: Señor Presidente, abre la sesión.
● TRG: Mr President Mr President Mr President.
● Solution: Model how many times words have been covered e.g. 

maintaining a coverage vector to keep track of the attention 
history (Tu et al., 2016)
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Incorporating Markov Properties

● Intuition: Attention from last 
time tends to be correlated 
with attention this time

● Approach: Add information 
about the last attention 
when making the next 
decision
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Bidirectional Training
● -Background: Established 

that for latent variable 
translation models the 
alignments improve if both 
directional models are 
combined (koehn et al, 
2005)

● -Approach: joint training of 
two directional models 
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Supervised Training

● Sometimes we can get “gold standard” alignments a –priori

○ Manual alignments

○ Pre-trained with strong alignment model
● Train the model to match these strong alignments
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Applications
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Chatbots

● a computer program that conducts a conversation

Human: what is your job 
Enc-dec: i’m a lawyer 
Human: what do you do ?
Enc-dec: i’m a doctor .

what is your job

I’m a EOS

<s> I’m a

lawyer

lawyer

+
attention
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Natural Language Inference
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Other NLP Tasks
● Text summarization: process of shortening a text document

with software to create a summary with the major points of
the original document.

● Question Answering: automatically producing an answer to a
question given a corresponding document.

● Semantic Parsing: mapping natural language into a logical
form that can be executed on a knowledge base and return
an answer

● Syntactic Parsing: process of analysing a string of symbols,
either in natural language or in computer languages,
conforming to the rules of a formal grammar
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Let’s play with visualizing Attention

● https://github.com/abisee/attn_vis



Nice Links

● ATTENTION

http://ruder.io/deep-learning-nlp-best-practices/index.html

