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Outline

• What to read
• String-based distances: character vs term-based
• Corpus-based/distributional models: vector-space model, 

ppmi, lsa
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What to read

• Gomaa, Fahmy, 2013 (general distances)
• Manning,Schütze, 1999 (general NLP)
• Budanitsky, 1999 (semantic relatedness)
• NLTK WordNet
• Nice introduction in Turney & Pantel, 2010. From frequency to 
meaning: Vector Space Models of Semantics

• Topic Modeling

• Probabilistic Topic Models, Blei, 2012

• Camacho-Collados, 2018. From Word to Sense Embeddings: A 
Survey on Vector Representations of Meaning
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https://medium.com/nanonets/topic-modeling-with-lsa-psla-lda-and-lda2vec-555ff65b0b05
https://medium.com/nanonets/topic-modeling-with-lsa-psla-lda-and-lda2vec-555ff65b0b05
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Why word similarity : NLP tasks and applications

● Information retrieval
● Question answering
● Machine translation
● Natural language generation
● Language modeling
● Automatic essay grading
● Plagiarism detection
● Document clustering
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Similarity vs Distance

• From distances to similarities

),(1
1),(

BAdist
BAsimdist +
=

Distances 6



Similarity vs Distance
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Similarity vs Distance
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Distances in metric spaces

– d(x,y) ³ 0
– d(x,x) = 0
- d(x,y) > 0 when x ¹ y
- d(x,y) = d(y,x) (symmetry)
- d(x,z) £ d(x,y) + d(y,z) (triangular inequality)
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Information for computing similarities

• Content: string/text
• External resources:

– Dictionaries
– Knowledge bases:

• WordNet
• Wikipedia 

• Context
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Outline

• What to read
• String-based distances: character vs term-based
• Corpus-based/distributional models: vector-space model, 

pmi, lsa, psli, lda
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String-based approaches

Figure and text from Gomaa, Fahmi, 2013
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Character-based approaches

• LCS :
– length of contiguous chain of characters that exist in both strings.
– the longest common substring of the strings "ABABC", "BABCA" and 

"ABCBA" is string "ABC" of length 3. Other common substrings are 
"A", "AB", "B", "BA", "BC" and "C".

• Damerau-Levenshtein (edit distance): 
– counting the minimum number of operations needed to transform one 

string into the other, where an operation is defined as an insertion, 
deletion, or substitution of a single character, or a transposition of two 
adjacent characters.

– the edit distance between “Hello” and “Jello” is 1. The edit distance
between “good” and “goodbye” is 3. The edit distance between any
string and itself is 0.
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Details on Edit Distance

● The minimum edit distance between two strings
● Is the minimum number of editing operations

○ Insertion

○ Deletion

○ Substitution
● Needed to transform one into the other
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Minimum Edit Distance

● Two strings and their alignment:
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Minimum Edit Distance

● If each operation has cost of 1

○ Distance between these is 5
● If substitutions cost 2 (Levenshtein)

○ Distance between them is 8
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How to find the Min Edit Distance?

● Searching for a path (sequence of edits) from the start string to the final string:

○ Initial state: the word we’re transforming
○ Operators: insert, delete, substitute
○ Goal state:  the word we’re trying to get to
○ Path cost: what we want to minimize: the number of edits
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Exercise: compute the edit distance

● Compute the edit distance on the following examples:

○ Intention / intentions
○ intention / execution
○ inclusive / plausive

Distances 18



Character-based approaches: Jaro

The Jaro distance is a measure of similarity between two strings.  The higher the Jaro distance
for two strings is, the more similar the strings are.  The score is normalized such
that 0 equates to no similarity and 1 is an exact match. 

Definition

Transpositions= The
number of matching (but
different sequence order) 
characters divided by 2

Distances 19Example: DWAYNE vs DUANE



Character-based approaches: N-gram

– sub-sequence of n items from a given sequence of text. N-gram 
similarity algorithms compare the n-grams from each character or 
word in two strings. Distance is computed by dividing the number 
of similar n-grams by maximal number of n-grams. 
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Let’s play

● Compute edit distance
● Compute other distances
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https://planetcalc.com/1721/
https://asecuritysite.com/forensics/simstring


Term-based: Assuming…

● Strings have the information of terms in a vector

● S1= The house is big
● S2= The cat is brown
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Term S1 S2
The 1 1
house 1 0
is 1 1
big 1 0
cat 0 1
brown 0 1



Term-based approaches: vectors

• Cosine:

• Scalar product :

!"# %⃗, '⃗ =  ∑) *).,)
∑) *)- . ∑) ,)-

%⃗. '⃗= ∑. %.. '.
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Term-based approaches: vectors

• L1 norm (also named Manhattan, taxi-cab o city-block):

• L2 norm (Euclidean distance):

!" $⃗, &⃗ =∑( |$( − &(|

!+ $⃗, &⃗ =  ∑( ($( − &()+
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Examples
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Term-based approaches: Minkowski
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https://people.revoledu.com/kardi/tutorial/Similarity/MinkowskiDistance.html


Visual comparison
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http://dataaspirant.com/2015/04/11/five-most-popular-similarity-measures-implementation-in-python/


Euclidean vs Cosine

● While cosine looks at the angle between vectors (thus not taking into
regard their weight or magnitude), euclidean distance is similar to 
using a ruler to actually measure the distance. 

● Cosine similarity is generally used as a metric for measuring
distance when the magnitude of the vectors does not matter. 
This happens for example when working with text data represented by
word counts. We could assume that when a word (e.g. science) 
occurs more frequent in document 1 than it does in document 2, that
document 1 is more related to the topic of science. 
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Term-based approaches: sets

YXÇ=oefficientmatching_c

YX
YX

È
Ç

=Jaccard
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Example Jaccard vs Cosine

● text1 = 'How can I be a geologist?' 
● text2 = 'What should I do to be a geologist?'
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Cosine
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Jaccard

● A = "How can I be a geologist?"
● B = "What should I do to be a geologist?"
● A ∩ B = ['a', 'be', 'geologist?', 'i']
● A U B = ['a', 'be', 'geologist?', 'to', 'do', 'i', 'what', 'should', 'how', 'can']
● |A ∩ B| = 4 (Cardinality of the elements in the intersection of A and B)
● |A ∪ B| = 10 (Cardinality of the elements in the union of A and B)
● Jaccard Similarity = |A ∩ B| : |A U B|
● = 4/10
● = 0.40
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Outline

• What to read
• String-based distances: character vs term-based
• Corpus-based/distributional models: vector-space model, 

pmi, lsa, psli, lda
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Corpus-based methods

Corpus-based semantic similarity measure that determines 
the similarity between words/documents according to 
information gained from large corpora
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Corpus-based methods: similarity of documents

• Vector-space model
– TF-IDF : similarity of terms or documents
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Vector Space Model: Term-document matrix

TF-IDF 39



Term Frequency

40TF-IDF 



Term Frequency-Inverse Document Frequency

TF-IDF 41



TF-IDF

TF-IDF(t, d, D) = TF(t, d)×IDF(t, D) 

TF-IDF 42



Question

● Is TF-IDF domain independent?

● Suggestions to work with different domains? Advantages and 
disadvantages
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Exercise/Example: Toy Corpus

44TF-IDF

●



Example: Toy Corpus

●
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Example: Toy Corpus

●
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TF-IDF Exercise

D1 = "If it walks like a duck and quacks like a duck, it must be a duck." 
D2 = "Beijing Duck is mostly prized for the thin, crispy duck skin with authentic versions of the
dish serving mostly the skin." 
D3 = "Bugs' ascension to stardom also prompted the Warner animators to recast Daffy Duck
as the rabbit's rival, intensely jealous and determined to steal back the spotlight while Bugs 
remained indifferent to the duck's jealousy, or used it to his advantage. This turned out to be 
the recipe for the success of the duo." 
D4 = "6:25 PM 1/7/2007 blog entry: I found this great recipe for Rabbit Braised in Wine on
cookingforengineers.com."
D5 = "Last week Li has shown you how to make the Sechuan duck. Today we'll be making
Chinese dumplings (Jiaozi), a popular dish that I had a chance to try last summer in Beijing. 
There are many recipies for Jiaozi." 

Task 1. For the query Q = "Beijing duck recipe", find the two top ranked documents according
to the TF/IDF rank. Assume the cosine similarity measure and the culinary term set T = 
{beijing, dish,duck, rabbit, recipe, roast}. Are the top ranked documents relevant to the query? 

Task 2. Assume that the author of the document D5 goes on to tell more about her summer
trip to China before doing the cooking and uses the word Beijing 3 times, instead of just once. 
What happens to the rank of D5? How can this be interpreted in the vector retrieval model
(vectors and angles between them)? Is this change in the ranking of D5 a desirable property of 
TF/IDF? Why? 
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Corpus-based methods: similarity of words

• PMI
– Pointwise Mutual Information is a method for computing the similarity between 

pairs of words. The more often two words co-occur near each other on a 
document, the higher is their PMI similarity score.
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PMI using the word-context matrix

● Instead of entire documents, use smaller contexts

○ Paragraph
○ Window of ± 4 words

● A word is now defined by a vector over counts of  context words

● Instead of each vector being of length D

● Each vector is now of length |V|

● The word--word matrix is |V|x|V|

PMI 49



Example

● Sample context 7 words

PMI 50

apricot  

pineapple  …

0.                            0 1 0 1

0 0 0 0 0



Word-Word matrix

● We showed only small example, but the real matrix is 50,000 x 50,000

So it’s very sparse. Most values are 0.
That’s OK, since there are lots of efficient algorithms for sparse
matrices.

● The size of windows depends on your goals

● The shorter the windows , the more syntactic the representation: ± 1-
-3 very syntacticy

● The longer the windows, the more semantic the representation: ± 4--
-10 more semanticy
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2 kinds of co-ocurrence between 2 words

● First--order co--occurrence (syntagmatic association):

They are typically nearby each other.

wrote is a first--order associate of book or poem.

● Second--order co--occurrence (paradigmatic association):

They have similar neighbors.

wrote is a second-- order associate of words like said or remarked.
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Positive Pointwise Mutual Information (PPMI)

● Raw word frequency is not a great measure of association
between words

It’s very skewed
“the” and “of” are very frequent, but maybe not the most
discriminative

● We’d rather have a measure that asks whether a context word
is particularly informative about the target word. 

Positive Pointwise Mutual Information (PPMI)
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Pointwise Mutual Information

● Pointwise mutual information: 

○ Do events x and y co-occur more than if they were
independent? 

● PMI between two words: (Church & Hanks 1989) 

○ Do words 1 and 2 co-occur more than if they were independent? 
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Positive Pointwise Mutual Information 

●
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example
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https://en.wikipedia.org/wiki/Pointwise_mutual_information


Computing PPMI on a term-context matrix 

Matrix F with W rows (words) and C columns
(contexts)  ij is # of times wi occurs in context cj
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Dan,Jurafsky

p(w=information,c=data),=,
p(w=information),=
p(c=data),=

25

p(w,context) p(w)
computer data pinch result sugar

apricot 0.00 0.00 0.05 0.00 0.05 0.11
pineapple 0.00 0.00 0.05 0.00 0.05 0.11
digital 0.11 0.05 0.00 0.05 0.00 0.21
information 0.05 0.32 0.00 0.21 0.00 0.58

p(context) 0.16 0.37 0.11 0.26 0.11

=,.326/19
11/19 =,.58

7/19 =,.37

pij =
fij

fij
j=1

C

∑
i=1

W

∑

p(wi ) =
fij

j=1

C

∑

N
p(cj ) =

fij
i=1

W

∑

N
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Dan,Jurafsky

26

pmiij = log2
pij

pi*p* j

• pmi(information,data),=,log2 (

p(w,context) p(w)
computer data pinch result sugar

apricot 0.00 0.00 0.05 0.00 0.05 0.11
pineapple 0.00 0.00 0.05 0.00 0.05 0.11
digital 0.11 0.05 0.00 0.05 0.00 0.21
information 0.05 0.32 0.00 0.21 0.00 0.58

p(context) 0.16 0.37 0.11 0.26 0.11

PPMI(w,context)
computer data pinch result sugar

apricot 1 1 2.25 1 2.25
pineapple 1 1 2.25 1 2.25
digital 1.66 0.00 1 0.00 1
information 0.00 0.57 1 0.47 1

.32,/ (.37*.58),) =,.58
(.57#using#full#precision)
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PPMI Exercise

Let’s consider two examples:
● x is “eat is the first word in a bigram” and y is “pizza is the second word in a bigram”.
● X is “happy occurs in a Tweet” and y is “pizza occurs in a Tweet”.

(A) For each example, what does P(x,y) represent?

(B) What do negative, zero, and positive PMI values represent in terms of the statistical independence
of x and y? (Hint:consider what must be true of the relationship betweenP(x,y)andP(x)P(y)for the
PMI to be negative, zero, or positive.) Give some example pairs of words that you would expect to 
have negative or positive PMI (in either the bigram or Tweets cenario).

(C) Normally in NLP we do not know the true probabilities of x and y so we must estimatethem from
data. Assume we use MLE to estimate probabilities. Write down an equation to compute PMI in 
terms of counts rather tan probabilities. Use N to represent the total number of observations
(e.g.,the total number of bigrams in the first example, or the total number of Tweets in the second
example).

(D) Now, using your MLE version of PMI and the following toy dataset, compute PMI(x,y), PMI(y,z), 
and PMI(x,z).

N=13 
C(x)=6 C(x,y)=2 
C(y)=4 C(x,z)=1 
C(z)=3 C(y,z)=2
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Corpus-based methods: similarity of words/documents with dense 
representations

• LSA
– Latent Semantic Analysis (dimensionality reduction through SVD)

• pLSA
– Probabilistic Latent Semantic Analysis (topic-based dimensionality reduction)

• LDA
– Latent Dirichlet Annotation (topic-based dimensionality reduction)

Corpus-based 64



Sparse versus dense vectors

PPMI vectors are
• long (length |V|= 20,000 to 50,000) 
• sparse (most elements are zero) 

Alternative: learn vectors which are 
• short (length 200-1000)
• dense (most elements are non-zero) 
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Sparse versus dense vectors

Why dense vectors?

Short vectors may be easier to use as features in machine learning (less
weights to tune)

Dense vectors may generalize better than storing explicit counts

They may do better at capturing synonymy: 

car and automobile are synonyms; but are represented as distinct
dimensions; this fails to capture similarity between a word with car as a 
neighbor and a word with automobile as a neighbor
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Dimensionality reduction

● Reducing the size of semantic spaces

○ Dimensionality reduction

■ Latent Semantic Indexing, LSA (LSA, PCA, …) Deerwester et 
al, 1988

■ pLSA Hoffman, 1999

○ Latent Dirichlet Allocation, LDA Blei et al, 2003
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Intuition

Approximate an N-dimensional dataset using fewer dimensions

By first rotating the axes into a new space

In which the highest order dimension captures the most variance in the
original dataset

And the next dimension captures the next most variance, etc. 

Many such (related) methods:
• PCA–principle components analysis
• Factor Analysis
• SVD 
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Reasons for performing dimensionality reduction:

• Intractable computations
• When number of elements and number of features is too

large,similarity computations may become intractable
• reduction of the number of features makes computationtractable

again

• Generalization capacity
• the dimensionality reduction is able to describe the databetter, 

or is able to capture intrinsic semantic features
• dimensionality reduction is able to improve the results

(counterdata sparseness and noise
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Priors to LSA, pLSA, LDA

● Documents with similar topics will use simlar groups of words

● Documents are probability distribution over latent topics

● Topics are probability distribution over words

71

Topic 1: 0.6
Topic 2:

0.4

Doc 1

Topic 1: 0.8
Topic 2:

0.2

Doc 2

cat: 0.05
milk: 0.04

Topic 1
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Latent Semantic Analysis

● Application of a mathematical/statistical technique tos imulate how
humans learn the semantics of words

● LSA finds ‘latent semantic dimensions’ according to which words and 
documents can be identified

● Goal: counter data sparseness and get rid of noise

● What is latent semantic analysis technically speaking?

● The application of singular value decomposition to a term-
document matrix o improve similarity calculations

LSA 73



Singular Value Decomposition

● Find the dimensions that explain most variance by solving number of 
eigenvector problems

● Only keep the n most important dimensions (n= 50−300)
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Aside note: eigenvector and eigenvalue

● Eigenvector: Every vector (list of numbers) has a direction when it is
plotted on a XY chart. Eigenvectors are those vectors when a linear 
transformation (such as multiplying it to a scalar) is performed on
them then their direction does not change. The direction of an
eigenvector does not change when a linear transformation is
applied to it.

● Eigenvalue—The scalar that is used to transform (stretch) an
Eigenvector.
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Aside note: computing eigenvectors and eigenvalues

●

LSA 76

Once we have the Eigenvalues, we can find Eigenvector for each of the
Eigenvalues. We can substitute the eigenvalue in the lambda and we will
achieve an eigen vector.



Singular Value Decomposition

● For a square matrix A:
● Ax = b

Ax = λx
where x is a vector (eigenvector), and λ a scalar (eigenvalue)

X b®A
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SVD: A least-squares method for dimension reduction

In both U and V, the columns correspond to one of our t topics. In 
U, rows represent document vectors expressed in terms of 
topics; in V, rows represent term vectors expressed in terms of 
topics.

LSA 



Computing similarity in LSA

CLASSIC EXAMPLE

scaled by the square root of singular values

LSA 80

http://www1.se.cuhk.edu.hk/~seem5680/lecture/LSI-Eg.pdf


LSA Exercise

● A “collection” consists of the following “documents”: 

○ d1: Shipment of gold damaged in a fire. 
○ d2: Delivery of silver arrived in a silver truck. 
○ d3: Shipment of gold arrived in a truck

● Suppose that we use the term frequency as term weights and query weights. The
following document indexing rules are also used: 

○ stop words were not ignored
○ text was tokenized and lowercased
○ no stemming was used
○ terms were sorted alphabetically

● Problem: Use Latent Semantic Indexing (LSI) to rank these documents for the query
“gold silver truck” 
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Simple SVD word vectors in Python

Corpus:
I like deep learning. I like NLP. I enjoy flying.
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Simple SVD word vectors in Python

Corpus: I like deep learning. I like NLP. I enjoyflying.
Printing first two columns of U corresponding to the2 biggest singular values
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Hacks to X (several used in Rohde et al. 2005)

• Scaling the counts in the cells can help a lot
• Problem: function words (the, he, has) are too  frequent, syntax has 

too much impact. Some fixes:
• min(X,t), with t ≈ 100
• Ignore them all
• Ramped windows that count closer words more
• Use Pearson correlations instead of counts, then set  negative 

values to 0
• Etc.
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Interesting syntactic patterns emerge in the 
vectors

TAKE

SHOW

TAKING  
TOOK

TAKEN
SPEAK

SPEAKING

GROW

GROWING

SHOWN SHOWED  
SHOWING EATING

SPOKE

CHOOSE  
CHOSCEHNOSE

GROWN

GREW

SPOKEN

THROWING

ATE

THROWTNHRTOHWREW

CHOOSING

STOLEN  
STEAL

STOLE
STEALING

EATENT

COALS model from
An Improved Model of Semantic Similarity Based on Lexical Co-
Occurrence  Rohde et al. ms., 2005
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Interesting semantic patterns emerge in the 
vectors

DRIVE

LEARN

CLEAN

DRIVER

TEACH

TEACHER

TREAT PRAY

PRIEST

MARRY

SWIM

DOCTOR
BRIDE

JANITOR  

STUDENT
SWIMMER

COALS model from
An Improved Model of Semantic Similarity Based on Lexical Co-Occurrence  
Rohde et al. ms., 2005
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LSA: shortcommings

● LSA criticized for a number of reasons:

○ dimensionality reduction is best fit in least-square sense, but this
is only valid for normally distributed data; language data is not
normally distributed

○ Dimensions may contain negative values; it is not clear what
negativity on a semantic scale should designate; lack of 
interpretable embeddings (we don’t know what the topics are, 
and the components may be arbitrarily positive/negative)

○ need for really large set of documents and vocabulary to get
accurate results

○ less efficient representation

● Shortcomings are remedied by subsequent techniques (PLSA,LDA, 
NMF, . . .)
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● LSA: find the k-dimensions that Minimizes the Frobenius norm of A-A’.

● pLSA: defines one’s own objective function to minimize (maximize)

LSA and pLSA (topic model)

PLSA 88



Generative model

PLSA 89



Examples
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• given a document d, topic z is present in that document with
probability P(z|d)

• given a topic z, word w is drawn from z with probability P(w|z)

pLSA for K topics and M documents

PLSA 91



● Assume a multinomial distribution

● Distribution of topics (z)

pLSA

PLSA 92



● Distribution of topics (z)

Intuitively, the right-hand side of this 
equation is telling us how likely it is see 
some document, and then based upon the 
distribution of topics of that document, how 
likely it is to find a certain word within that 
document.

PLSA 93
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pLSA: generative process of the unigram model

The image above describes the model using plate notation. The outer
square represents an iteration over every single document. The inner square
represents an iteration over every word for each document. The grey circle
in the middle represents the observed variable, in this case the words in 
each document. The shaded circle is the observed word token we select
from the word distribution, a.ka. topic (below), and it is encapsulated by two
squares meaning it is nested within two loops. The outer square loops over
every document in the corpus and the inner square loops over every word in 
a document. 
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pLSA: generative process of the mixture of unigrams model

The mixture of unigrams model is represented in plate notation above. The
mixture of unigrams adds a new latent, or unobserved, variable to the model
that represents the topic, the word distribution, from which each document
will be drawing words. Because the latent variable is outside the inner
square, there is only one topic per document. This is better than the unigram
model which only allows one topic per corpus. This adds a bit more diversity
to the model of the corpus, but not necessarily much diversity to any
individual document. This means, while the corpus might be about food and 
books, a single document is about either food or books, but not both. 95



In this case, P(D), P(Z|D), and P(W|Z) are 
the parameters of our model. P(D) can be 
determined directly from our corpus. 
P(Z|D) and P(W|Z) are modeled as 
multinomial distributions, and can be 
trained using the expectation-maximization
algorithm (EM).

pLSA

PLSA 96
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● P(w|z) ; for each M document:

○ Choose a topic x

○ Choose N words by drawing
each one independent from a 
multinomial conditioned on z 

Zi

w4iw3iw2iwi1

In the Mixture of Unigrams model, we can only have one topic per document!

pLSA: step by step

PLSA 97



For each word of document d in the 
training set,

p Choose a topic z according to a 
multinomial conditioned on the 
index d.

p Generate the word by drawing 
from a multinomial conditioned on 
z.

In pLSA, documents can have multiple 
topics.

d

zd4zd3zd2zd1

wd4wd3wd2wd1

pLSA: step by step
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LSA vs pLSA

• Each of them is used to describe incoming set of bag-of-word distribution data 
into a lower dimensional bag-of-topic data.

• LSA: uses SVD, keeps k singular values, and as a result the topics are 
assumed to be orthogonal.

• pLSA: has k aspects, treats topics as word distributions, uses 
probabilistic methods, and topics are allowed to be non-orthogonal.
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○ In the LDA model, the topic mixture proportions for each document are 
drawn from some distribution, i.e. a Dirichlet prior.

■ Dirichlet is a multivariate generalization of Beta distribution.

○ pLSA can be considered a LDA under an uniform Dirichlet prior 
distribution

○ The distribution is based on multinomials.  That is, k-tuples of non-
negative numbers that sum to one.

LDA
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Summary: LSA vs pLSA vs LDA

• Each of them is used to describe incoming set of bag-of-word distribution data 
into a lower dimensional bag-of-topic data.

• LSA: uses SVD, and as a result the topics are assumed to be orthogonal.

• pLSA: Treats topics as word distributions, uses probabilistic methods, 
and topics are allowed to be non-orthogonal.

• LDA: similar to pLSA, but with dirichlet priors for the document-topic
and topic-word distributions. This prevents over-fitting, and gives
better results.
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