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NAME
petrify - synthesize Petri nets and asynchronous controllers

SYNOPSIS
petrify [options]* [infile]

DESCRIPTION
Petrify is a tool for the synthesis of bounded Petri nets and logic synthesis of asynchronous controllers.

Petrify initially performs a tolen flov analysis of the Petri net and produces a finite transition system (TS).
In the initial TS, all transitions with the same label are considered avenie €he TS is then transformed

and transitions relabeled to fulfil the conditions required to obtain a Petri net with bisimilar or trae-equi
lent behsaior. Some properties for the synthesized Petri net can be imposed (e.g. free-choice, unique-
choice, pure, state-machine decomposable, etc.).

Additionally, petrify can interpret the Petri net as a Signahmsition Graph (STG), in whictvents repre-

sent rising/élling transitions of digital signals. From an STG, petrify can synthesize a speed-independent
circuit by solving the problems of state encoding, logic synthesis, logic decomposition and technology
mapping onto aa&e library Petrify can also synthesize circuit under timing assumptions specified by the
designer or automatically generated by the tool.

Petrify reads the input description from stdin and writes the resulting STG to stdout unless otherwise speci-
fied.

GENERAL OPTIONS

-h Help mode, print the usage.

-V Print version only

-d[n] Delug mode. Prints runtime information. The maximuseleof delugging is -d2. -d and -d1 are
equialent.

-0 outfile
Write the resulting STG to outfile. Otherwise, the result is written to stdout.

-no Output Petri net is not generated.

-err errfile

Verbose information and errors written into errfile (instead of stderr).

-ip Implied (1-fanin 1-Bnout) places arexplicitly written in the output description. If this option is
not used, implied places are described as transition-transition arcs.

-dead Do not check for thexéstence of deadlock states (nents enabled). If this option is not used, an
error message is\g@n and no synthesis is performed when the specification has deadlock states.

-sis Write the output file in SIS compatible style. Currently this means that toggle transitions are writ-
ten with the ™ sdix.

OPTIONS FOR PETRI NET SYNTHESIS
-all All minimal pre-rggions are generated. If this option is not specified, only a subset of minimal
regions suficient to synthesize a Petri net are generated. The option -all is computationally more
expensve, although it may alle to find optimal irredundant nets.

-sat Generates a minimal satied (possibly place-redundant) Petri net. This option requires the gen-
eration of all minimal rgions. If this option is not used, a place-irredundant Petri net is obtained
(a Petri net is place-irredundant when none of its places can beegmidthout changing its
behaior).

-min  The places of the resulting Petri net correspond to minirgadns. If this option is not specified,
minimal regions can be mged and, thus, a smaller place count obtained. The option -sat



petrify(1cad) petrify(1cad)

overrides -min.

-opt  When this option is specified, petrify attempts to find the best possible result. Using this option
may be computationallyery expensve for lage nets. It is equalent to -all -s -c and it verrides
the option -sat.

-hide signal_list
The eents corresponding to the signals in the list are hidden before synthesis starts. signal_list is a
list of signals separated by commasemwally this list may specify groups of signals using the
keywords .inputs, .outputs, etcoFexample, -hide a,.dummy.

-bisim Maintain bisimilarity when minimizing the transition system. In case internal and/or dummy
events are hidden, weak bisimilarity is presety If not specified, minimization only presess
trace equialence.

-mints Minimize the transition system before synthesis. If such option is not specified, only direct ascen-
dant/descendant states through sileenés are mged when thg are equialent (silent eents are
removable &ents specified by the option -hide). Minimizing the transition system is computation-
ally more &pensve and may precludeeitation closure in case there are non-confluent states.

OPTIONS FOR PETRI NET PROPERTIES
-p Produce a pure Petri net (no self-loop places).

-fc Produce a Free-Choice Petri net.

-efc Produce an Extended Free-Choice Petri net.

-uc Produce a Unique-Choice Petri net (with mteaded free choices).
-euc  Produce a Unique-Choice Petri net (wiktemded free choices).

-er A different transition (label) is generated for eaxtitation reion. If this option is not used, pet-
rify attempts to use as fe labels as possible for eacheat of the transition system. This option
may produce structurally nicaalthough lager, Petri nets. It also helps to reduce the coripl®f
the label splitting algorithm.

-sm Produce a state-machine-decomposable Petri net.

OPTIONS FOR STG TRANSFORMATIONS
-tog All signal transitions are coerted to toggle transitions.

-untog All signal transitions are ceerted to positie and/or ngative transitions. This may imply to
unfold the original transition system.

-2ph  Expand channelvents to 2-phase protocol. This is theaddf option when synthesis of an asyn-
chronous circuit must be done.

-4ph  Expand channelvents to 4-phase protocol. The return-to-zerenés are inserted by maintaining
the maximum concurregiavith the rest of eents.

-redc  Reduce concurregdo improve the quality of the resulting circuit. This option can be combined
with the statements .sienv, .slow, .concurrent, .ordered and .late to indicate whichvents are
assumed to be slo Concurreng between sk events is alvays presered.

-redz  Reduce only the concurrgnof return-to-zeroeents. The concrregoof the rest of eents is pre-
sened.

OPTIONS FOR SYNTHESIS OF ASYNCHRONOUS CIRCUITS
-csc[n] Check and force Complete State Coding (CS@jrify exits with non-zero status when CSC can-
not be completely soéd. n is an optional parameter used during k@@ ation of blocks to parti-
tion the set of states for the insertion ofvrggnals. It indicates that blocks of up to n intersecting
concurrent rgions will be generated tocglore the insertion of signals. If n is not specified, the
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-icsc[n]

-tcsc

-acsc

-avg

-mc

-nosi

-tm[n]
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value n=1 (no intersection) is assumed. Increasing n may result in a befieration of candi-
dates at thexpense of more computational cost.

Similar as the option -csc[n]. Moreer, when CSC has been setl by inserting more than one
signal, petrify attempts to hide some of them and &@®SC agin to imprae the final solution.
Any signal declared as internal is eligible to be hidden in this phase.

State signals to savCSC are inserted aiming at impirgy the circuits performance. This is
achieved by increasing the concurrgnaf those gents that appear in critical paths. This option is
the de&ult when the -topt or -atopt options are used.

State signals to sadvCSC are inserted aiming at impirgy the circuits area. This option is the
default when the -topt and -atopt options are not used.

Presere 1/O interice. This option prents the creation of metrigger dependencies to input
events when inserting mesignals or reducing concurrgn®hen not used, metrigger dependen-
cies to slav input events are aliwed. This option is ignored when timing assumptions are used
for logic synthesis (options -topt or -atopt).

This option is only applicable when CSC is to be sdland timing optimization is enabled (see
-tcsc). When inserting me CSC signals, petrify will attempt to impke the aerage response time

of the circuit by increasing the concurrgraf the nev state signals. ifhing assumptions will be
reported when the gmonment is assumed to be wi@nough to alle the state signals stabilize
before ne input events occurThese assumptions will only be generated for those inunte
declared as slow. When this option is not specified and timing optimization is enabled, petrify
will attempt to impr ove the worst-case esponse time.

Generate a comptegate implementation of the circuit (one complgte for each non-input sig-
nal). If neither -cg nor -gc are specified, logic decomposition is performed until all functions are
mappable onto libraryajes (if the option -tm is specified) and their literal count and support do
not exceed the maximum alleed (see options -litn and -lutn).

Generate an implementation of the circuit with generalized C elements. If neither -cg nor -gc are
specified, logic decomposition is performed until all functions are mappable onto libtasy(d

the option -tm is specified) and their literal count and support do xceed the maximum alied

(see options -litn and -lutn).

Generate an implementation based on monotoniersgonly C elements are used as asynchro-
nous latches). No technology mapping is done when this option is used.

Generate complegates gen if the specification of the circuit is not speed-independent.

Perform technology mapping onto asgn library of gtes. See the option -lib for information on
how to specify the gte library The optional parameter n is an igée specifying the depth of
search to collapseates for boolean matching. The aelt \value is n=2. Higher alues perform a
more ehaustve search.

-tm_ratio[x]

Specifies hav the mapper must tradefafelay and area. x is a reahlue between 0 and 1. The
default value x=0 seeks for a minimum area circuit, whereas x=1 seeks for minimum delay

-log logfile

-nolog

-selckt

Generate a file withxdaustve information about logic synthesis, timing assumptions, etc. This
file is crucial for the option -seit that enables the designer to interaely select the preferred
gate implementation of each non-input signal. If this option is not specified, gndtdef file is
petrifylog. The file name - can be used to redirect to the standard output.

Do not generate the log file.

Initiates an interacte selection of the implementation of each non-input signal. The information
about the eligible implementations is reported in the log file (see optipn -lo
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-eqn egnfile
Generate a logic description of the circuit in EQN format and write into the file eqgnfile. The file
name - can be used to redirect to the standard output.

-blif blif file
Generate a logic description of the circuit in BLIF format and write into the fildeblifThe file
name - can be used to redirect to the standard output.

-vl vlogfile
Generate a logic description of the circuit ierNog and write into the file vigile. The file name
- can be used to redirect to the standard output.

-rst0  Generate a netlist with a reset pineetat lav. This option only applies forérilog netlits.
-rstl  Similar to -rst0 hut with the pin actie at high.

-lib libfile
When a library gte is required, the file libfile (ireglib format) is read. In case it is not found, the
ervironment \ariable PETRIFY_LIB ATH is used as the path to find the file. If the option -lib is
not used, the file name petrlfly is used by dedult. In case more than one -lib option is specified,
all the library files are read and appended to the sateeligrary Petrify uses all combinational
gates and asynchronous latches found in the library unless the option -latch is specified. It is the
users responsability to guarantee that all tiageg in the library can be safely used for asynchro-
nous circuit implementation (e.g. thare hazard free).

-latch str
Specify a restricted set of latches to be used for synthesis. str can comgtainiram of characters
from the set cdy (capital letters are also alled), which respeately correspond to the folldng
latches: Muller C element, D latch, reset-dominant SR latch and set-dominant SR latch. These
latches are only used if found in the libraly case this option is not specifiedyasynchronous
latch in the library is used.

-nolatch
No latches are used for logic synthesis and technology mapping.

-litin] ~ Specify the maximum number of literals (&xcfored form) allwed for each combinational func-
tion. Logic decomposition of combinationadtgs is attempted when theannot be mapped onto
ary library gate or when their literal counkeeeds n (een if they are mappable onto atg). If
not specified, logic decomposition is attempted until alég are mappable onto librargtes. If n
is not specified, thealue n=2 is assumed.

-lutin]  Similarly to the option -lit, bt specifying the maximum support of the combinational function.
This option is intended to be used for Lbdsed synthesis, where n is the number of inputs of
each lookup table. If nis not specified, ttaue n=4 is assumed.

-topt  Timing optimization is applied. The statements in the specification related to timing assumptions
are talen into account. If CSC is to be sedly petrify to take adantage of thewents declared as
slow to imprave the performance (response time) of the circuit at Hperse of a possible
increase of logic compkéy.

-atopt  Similar to -topt. Additionally petrify automatically generates timing assumptions for perfor
mance optimization.

ADVANCED OPTIONS (only for expert users)
For Petri net synthesis:

-s[n]  Defines the search depth to find goodioas for label splitting. If n is lge, the search may
become computationallyxpensve. The dedult value is -s3. The search isvee pruned if the
option -s (n not specified) is used.
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-rc[n]

-cl[n]
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Maximum number of non-essential places to obtain a minimal irredundant net. If n is not speci-
fied, an optimal solution is found, although it may be computionally epensve if the number

of non-essential places isd@: The dedult is n=40. The current implementation eliminates non-
essential places greedily until n places are lefixtNen optimal solution is found for the rest of
places. The cost of eactgien is calculated as fi+fo+1, where fi and fo correspond to the number
of fanin and &nout arcs respeeély. With n=0, the elimination is completely greedy (aastér).

Maximum size of the compatibility graptuili to find a one-hot -> log reencoding. If n is not
specified, no size limit is assumed. If n<3, reencoding is not done. Taeltdeflue is n=31.
This option controls the number of BDAnables used when trying to find a good encoding for
the transition system.

For state encoding:

-ncscln]

Specify the maximum number of signals to be inserted for solving CSC. If n is too small, CSC
may not be sokd. If n is not specified, only one signal is inserted.

-nice_csc

-seq
-fr[n]

-redfr[n]

-cwW[X]

-trcsc

Try to insert CSC signals with simple causality relations with their neighbouviegtse This
option may dexie nicer solutions at thexgense of more area or less performance.

Do not try to increase the concurrgraf the nev state signals inserted to selZSC.

Specify the frontier width for thexploration of blocks for state signal insertion. Theatkf is
-fr1. A very wide frontier is used when n is not specified.

Specify the frontier width for thexploration of concurrencreduction. The dedlt is -redfr3. A
very wide frontier is used when n is not specified.

Specify a &ctor (float between 0 and 1) to tune the eagerness of the signal insertion algorithm to
solve CSC conflicts. Smallalues of x gie priority to solving CSC conflicts rather than optimiz-

ing logic. The dedult value for x (0.2) has pwed to be appropriate for a dgr set of benchmarks.

If x is not specified, the search is guidedvirds solving the maximum number of CSC conflicts

for each inserted signal.

Report a set of traces that lead to states with CSC conflicts. A trace is generated for each state with
a CSC conflict that has no predecessor states with CSC conflicts. The traces are reported in the
lodfile.

For logic synthesis and decomposition:

-boolmin[n]

Define the type of boolean minimizer used by petrify. Théues n=0...4 select ddrent types of
BDD-based boolean minimizers tradind-efficiency and optimality Low values of n select more
efficient kut less accurate minimizersof~n=0, the minimizer only generates one irredundant
cover each time it is called. oF n=1...3, seeral irredundant aeers may eentually be generated.
The walue n=4 selects espresso as boolean minimiZére deéult value is n=2, which is a good
trade-of between diciency and optimality

-gcmodel r:w:ize:l

Specify the parameters for the delay estimation of #tesggenerated by either the -cg or -gc
options. The fie parameters must be posgttireal numbers. If one of the parameters is not speci-
fied, the dedult value is used. r is the mobility ratio between n and picks (dedult: 2.5), w is

the width of p deices assuming that nees are 1 unit wide (dedlt: 1.5), i is the internal capac-
itance per width unit of each dee diffusion (dehult: 0.25), e is thexdra capacitance for con-
necting the pull-up and pull-ga networks (defult: 1.0) and | is the load capacitance of tlaeg
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(default: 3.0). The unit for i and e isate capacitance. The unit for | is the input capacitance of one
inverter (the defult value of 3.0 indicates that thatg has aanout of 3 inerters). Example of
usage: -gcmodel :2::0.5:4 indicating w=2.0, e=0.5 and |=4.0.

-gcm  Same as -gcui generating monotonic eers for the pull-up and pull-en networks of the gener
alized C element. This option may be useful if the nelte of the generalized C element must be
implemented as independerattgs and still speed independence is to be pederv

-nmap[n]
Specify the maximum number of signals to be inserted for technology mapping. If n is not speci-
fied, only one signal is inserted.

-cgd[n] Specify the maximum number of complgates generated for each non-input signal. These com-
plex gates are the functions used tplere algebraic decompositions. Theaidf value is n=3.
If n is not specified, all irredundant e¢ers generated by the boolean minimizer are used for
decomposition.

-algd[n]
Specify the maximum number of algebraic decompositiaptoeed for each combinationahte
during logic decomposition. The @efit value is n=30. If n is not specified, anlaustie search
of algebraic decompositions is performed.

-mcd[n]
Specify the maximum number of monotonousers eplored for each posite and ngative eci-
tation rgyion of a signal. The dafilt value is n=4. If n is not specified, axtegaustve search of
monotonous oeers is performed.

-boold[n]
Specify the maximum number of boolean decompositi@p®eed for each latch and 2-inpudatg
(AND, OR). The dedult value is n=3. Increasing n may result in a significant increase of compu-
tational cost. If n is not specified, arhaustive search of boolean decompositions is performed.

-ed Perform an ghaustve exploration of decompositions for each boolean function. This optien o
rides the options -cgd, -algd, -mcd and -boold and may become computatioxaéneie even
for small circuits.

For BDD operations:

-trflat[n]
Define the maximum BDD node limit when flattening a partitioned transition relation into a single
BDD. Flattening stops when no more BDDs can begeemwithout &ceeding the node limit. The
default node limit is 2000. If n is not specified, no limit is assumed (i.e. transition relations are rep-
resented monolithically).

-notog Do not use toggle changes in transitions relations. If not specified, the representation of transition
relations is optimized by means of a special encoding for toggingbles.

-noreord
Do not reorder BDD ariables dynamically

-reord[n]
BDD variable reordering frequeyndor traversal. Reordering is done once out of n iterations.

INPUT SYNTAX
Petrify reads and writes descriptions in astg format (used by SIS). Furthermorerateenhancements
have been introduced to allothe specification of channels, unsafe netgllgansitions, boolean guards,
weighted arcs and inhibitor arcs. Thefeliénces from the astg format are illustrated ety means of
examples.
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Weighted and inhibitor arcs:

.graph

a+ p1(2) b+ p2

p2 d-(0)

indicates that thevent a+ has arcs to

- place p1 with weight 2
- transition b+ with weight 1 (implicit places cannotdgaweighted arcs)
- place p2 with weight 1 (defilt)

and that place p2 has an inhibitor arc (weight 0) to transition d-

Toggle transitions:

The sufix ™ is not required to specify toggle transitions. Thus, "s" and "s™ are the same transition (similarly
for "s/1" and "s7/1").

Don’t care transitions:

A transition a* indicates that signal a may or may not charglee;, i.e. it behaes non-deterministically as

a toggle or a dummy transition. The designer must be careful when using this type of transitions that can
easily dene inconsistently encoded specifications.

Level transitions:

A transition a"0 indicates signal a will be go tovéd 0 without necessarily making a transition. It will
behae as a dummy transition in case signal a is alreadyet @& Similarly transition a™1 indicates signal

a going to level 1.

Boolean guards on transitions:

Each instance of a transition can be annotated with a boolean guarekafmple, the follaing line of the
graph

p0 a+ ? b*lc d- ? b e+

indicates that place pO0 is a predecessor of transitions a+, d- andransifion a+ will be only fired when

the guard b*!c holds (i.e. b=1 and c=0).ransition d- will be fired when b=0, whereas no guard is speci-
fied for e+. For implementation reasons,yaBignal supporting a boolean guard must be a signal of the
STG and declared in the .initial state statement with its iniddlig. The behaor of these signals must be
specified in the STG. Boolean guards can onlydpeessed as a conjuntion of literals.

In case more that one guard is specified for one transitiorxdarpe,

p0 a+ ? b*c
a+ ?lcd+

the conjunction of all the guards will be considered. In tkésrgle, transition a+ will neer be fired since
b*c*lc=0.

Weighted arcs and boolean guards can be combinedwns ghthe follaving example:
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pOa+(3)?hb
Signals with free return-to-zero:

It is posible to specify signals in which only the pesitor ngative transitions are meaningful, whereas the
complementary transitions are only required to maintain the consistéénice encoding. This is declared
as follavs:

.inputs a+ b c-

(similar declarations can be done for output or internal signals). Xdmpde indicates that only the posi-

tive transitions of signal a are meaningful (and only thgatiee transitions of c). & those signals, only

toggle transitions may appear in the STG. Whegpaasion to a 4-phase protocol is desired, the comple-
mentary signals are inserted with maximum concusrevith the rest of transitions of the STG in such a

way that the encoding of theviolved signal is maintained consistent. In case that only a 2-phase protocol is
desired, no complementary transitions are inserted and the meaningful transitions are considered as toggle
transitions.

Channels:

.channelsab
.internal_channels il i2
.external_channels ¢

When &pansion to a 2- or 4-phase protocol is desired, each channel is implemented as 2 signals (1 input
and 1 output). Only input (e.g. a?) and output (e.g. e&nés are allwed for channels.df a 2-phase pro-

tocol, input and outputvents are translated into toggheeats of the input and output signals respetyi

(a? ->a_in", al -> a_out"). Br a 4-phase protocol, input and outpugrds are translated into rising transi-

tions of the input and output signals respetyi The return-to-zero transitions are automatically inserted

with maximum concurrerycwith the rest of transitions.

Channels can also be declared with some polarity (pesitingative) similarly to signals with free return-
to-zero. lor example:

.channels a+ b-c

indicating that the meaningful transitions for signal a (b) will be substituted byveogitgative) transi-

tions. When no polarity is specified (e.g. signal c), pasitiolarity is assumed. As with signals with free
return-to-zero, polarity is only relant when gpansion to 4-phase protocol is required.

It is also possible to specify a f@ifent polarity for the input and output signalsr Example:

.channels a+- b-+

The first sign corresponds to the input signal, whereas the second to the output signal. Thus, the meaningful
transitions of signal a_in and b_out will be pogiti On the other hand, the meaningful transitions of a_out

and b_in will be ngative.

The declarations hannels and xernal dhannels are semantically egalent. External channels are imple-
mented with input and output signals. Internal channels are implemented with only internal signals.

Signal values br the initial marking (optional):

.nitial state la b



petrify(1cad) petrify(1cad)

When the Petri net is interpreted as an STG, this option defineduds wf the signals in the initial mark-

ing of the net. This option is useful when toggle transitions are used and the aliimlof some signal
cannot be deduced from thevil@nalysis of the STG. When necesspstrify assumes thealue 0 for sig-

nals with undefined initialalue. In the kample, the initial &lues for signals a and b are defined to be 0
and 1 respeately. Currently the definition of the initial alue for a signal is mandatory when dotére

(a*) or level ("0, a™1) transitions are used for that signal. It is also mandatory for signals supporting bool-
ean guards. This statement must go before the graph description.

The following declarations must go after the graph description:
Initial marking (mandatory):
.marking {p1l <a+,b+> p2=2 <c+,d->=3}
Initially p2 has 2 tolkens and <c+,d-> 3 to&ns (the rest va 1 tolen)
Place capacity:
.capacity p2=3 <c+,d+>=4

Indicates the maximum capacity for each placeafdefs 1). This is intended for boundedness check dur
ing token flov analysis.

Slow events:
.Slov a+/1b?cl/2

Indicates that somevents are assumed to beveloThis declaration is used when concurngiig reduced
(option -redc) and when timing optimizations are applied (options -topt and -atopt). The concurrenc
between pairs of sk signals is neer reduced. When solving CSC,slevents are allwved to be delayed

by newv state signals under the assumptions that the internal delay of the circuit willays ahorter than
the delay of the efironment with respect to thevents declared as s¥o The declaration of slo events
enables petrify to generate more aggressielatve timing assumptions between the delays of the circuit
and the evironment.

.Sloverv

It is a shorcut to declare alents of input signals as slo
Relative timing assumptions:

time a+/1 <| b- X->y+/2 >r x+=y+=z+@a-,b- c+<>d-

These are diérent declarations of rela# timing constraints. The syntax a<|b is used to declare treatte

a will fire before eent b when both are concurrent. The syntax a>b>c is used to declarevératacan be
enabled earlier by some of its transity preceding trigger signalsofFthe list of signals to bealid a is
required to be triggered by b, b triggered by c, etc. The syntax x=y=z@a,b indicates that the firing times of
X, y and z are considered to be non-distinguishable with respect to the triggergsd @ and b (themust

be triggered by some of theemnts in the left part of the declaration). The syntax a<>b indicates that no
constraints of the type a<|b or b<|a (either specified or generated automatically) should be accepted for
this pair of @ents. The xact interpretation of the relaé timing assumptions isglained in more detail in

the tutorial of the tool.
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Constraints during concurrency reduction (.concurtent, .late and .ordeed):

The followving statements are only meaningful for the phase of concyrredaction (option dc). The
statements .sle and .slavenv also impose constraints on this phase. When channels or signals with free
return-to-zero are specified in 4-phagpansion, only the aet transitions of the signals ardezted by

this statement.

.concurrent {<a+,b+> <c?,d!>}

Indicates that concurrepbetween the pairs of’ents must be presed.

Jate {<r+,s+> <a?,bl>}

Indicates that the pairs of specifiegerts must be concurrent and, in case their concyriisneduced,
they must be ordered as specified, e.g. r+ before s+ and a? befout mbt(lsice ersa).

.ordered {<a-,b-> <x?,y!>}

Indicates that concurrepdetween the pairs ofvents is to be reduced wheee possible (i.e. when the
reduction does not f&fct other gents for which concurreganust be preseed).

State graphs:

Petrify also allovs a n&v format to describe state graphs in a more compact form. &fveokd .state
graph must be used instead ofagh. The description of a state graph is asvito

.State graph
sO a+ sl b+s2
s2 a- s3

s3 b- s0
.marking {s0}

describes a state graph with four states. An arc with label a+ goes from s0O to s1, an arc with label b+ goes

from sl to s2, etc. The .marking statement isvedld to specify only one state. In@e transitions (e.qg.
a+/2) are not allowed in state graphs.

EXAMPLES
petrify -o graph.out -hide .dummy -bisim graph.in

generates a Petri net from the one describeddpigin and remees the dummy\ents preserving weak
bisimilarity.

petrify -o graph.out -fc graph.in

generates a free-choice Petri net from the one describedph.gr.

petrify -o graph.out -csc graph.in

generates an STG in whichwnetate signals va been inserted to force the CSC property

petrify graph.in -gc -topt -eqn graph.eqn -log graph.log -no

syntehsizes a circuit by solving CSC (if required), generating generalized C elements and reporting infor

mation in the file gaph.lay. The equations of the circuit are reported in the figwhregn. Relate timing
assumptions are tak into account to optimize the circuit.
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BUGS

petrify -o graph.out -eqn graph.eqgn -er graph.in

solves CSC, generates logic equations for a speed-independent circuit usingttielidedry for decom-
position. The resulting STG (with thewménserted signals) is written intoaph.out. In the ng STG, each
disconnectedxeitation rgion has a dferent label (-er option). Finall\the logic equations are written into
the file gaph.egn in EQN format.

petrify -o graph.out -blif graph.blif -cg graph.in

Similar as abee, lut generating a comptegate implementation (no decomposition is performed). The
resulting circuit is dumped into the fileagph.blif.

petrify -o graph.out -blif graph.blif -tm -lit3 -lib mylib .lib graph.in

Logic decomposition is performed until all functions are mappable onto libaseg got xceeding 3 liter
als. After decomposition, technology mapping is performed. Tdte gbrary is specified in the file
mylib.lib.

petrify -o graph.out -blif graph.blif -tm -latch CD graph.in

Logic decomposition is performed until all functions are mappable onto libadeg.cOnly C elements and
D latches are used for decomposition with latches.

What are you talking about ?
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