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_Abstract—This paper presents a new technique for decompo- (STG’s) and change diagrams, are described, e.g., in [4],
sition and technology mapping of speed-independent circuits. An [6], and [10]. They provide general conditions for logic

initial circuit implementation is obtained in the form of a netlist of implementability of specifications intcomplex gateswith
complex gates, which may not be available in the design library. bit fani d int | feedback
The proposed method iteratively performsBoolean decomposition arbitrary tanin and internal reedback.

of each such gateF’ into a two-input combinational or sequential To achieve greater practicality, synthesis of speed-
gate G available in the library and two gates H, and H, independent circuits has to rely on more realistic assumptions

simpler than F', while preserving the original behavior and speed- about implementation logic. Thus, more recent work has
independence of the circuit. To extract functions for H; and been focused on the development of logic decomposition

H, the method usesBoolean relationsas opposed to the less techni It falls into ¢ . o f th includ
powerful algebraic factorization approach used in previous meth- echniques. It falls into two categories. Une of them includes

ods. After logic decomposition, the overall library matching and attempts to achieve logic decomposition through the use of
optimization is carried out. Logic resynthesis, performed after standard architecturessuch as thestandard-C architecture
speed-independent signal insertion for#, and H., allows for mentioned below. The other group comprises work targeting
sharing of decomposed logic. Overall, this method is more general 4, decomposition of complex gates directly, by finding
than_ the existing techniques based on restricted (_jecomposmon behavior- . int fi f simol t |
architectures, and thereby leads to better results in technology & P€NavIOr-preéserving intérconnection ot simpler gates. In
mapping. both cases, the major functional issue, in addition to logic
simplification, is that the decomposed logic must not violate
the original speed-independent specificatiohhis criterion
makes the entire body of research in logic decomposition
and technology mapping for speed-independent circuits quite
|. INTRODUCTION specific compared with its synchronous counterparts.

o L Two examples of the first category [1], [9] present initial
EED-INDEPENDENT circuits, originating ~ from ;yemnts 1o move from complex gates to a more structured
uller's work [13], arehazard-free under the unboundeqy,iementation. The basic circuit architecture inclu@esle-

gate delay modelWith the recent progress in developingyens acting as latches, and combinational logic, responsible
efficient analysis and synthesis techniques, supported @y he computation of the excitation functions for the latches.
computer-aided design (CAD) tools, the implementability,is ogic is assumed to consist AND gates with potentially
of this subclass of circuits has become significantly mofg,p,nded fanin and unlimited input inversions and bounded
practical, bearing in mind the advantages of speed-independgiiy oR gates. Necessary and sufficient conditions for im-
designs, ,SUCh as t.helr greater temporal robustness ?J@nentability of circuits in such an architecture, called the
self-checking properties. _ _ standard-Carchitecture, have been formulated in [1], [9]. They
The basic ideas about synthesis of speed-independent giis .5 jledmonotonic cove(MC) requirements. The intuitive
cuits from event-based models, such as signal transition graBBfective of the MC conditions is to make the first level
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tional element. Notably, these conditions are analyzed using C’\ l“lcl, I
the original unexpanded behavioral model, thus improving the / _ /%1011 > o
efficiency of the method. This work is, in our opinion, a big ¥ /d' 10011 \100“
step in the right direction, but addresses mainly correctness N NG

issues. It does not describe how to use the efficient correctness 0001

checks in an optimization loop, and does not allow the sharing
of a decomposed gate by different signal networks. The latter
issues were successfully resolved in [8], but only within a
standard architecture approach.

Technology mapping for circuits working in fundamental ;‘%
mode [17] can be achieved by deriving a hazard-free two- i . a
level sum-of-products [14] and obtaining a multilevel form 2 R
by hazard-nonincreasing transformations [18]. However, these
transformations cannot be generally applied for the decompo—iJl
sition of speed-independent circuits without introducing new
hazards. '

In [15], technology mapping for speed-independent circuits
is done by merely identifying sets of simple logic gates that can
be implemented as a complex gate, but no logic decomposition ©
is performed when a function cannot be implemented as a ’
complex gate.

In our present work, we are considering a more general

framework which allows the use afbitrary gates and latches d c
. . ) : —D Q ap Q——

available in the library to decompose a complex gate function, C C

as shown in Fig. 1. In that respect, we are effectively making O

progress toward the more flexible second approach. The basic a

idea of this new method is as follows. (e)

An initial complex gate is characterized by its functibh L )
.. . . . Fig. 2. An example of (a) STG, (b) SG, and (c)—(e) their implementation
The result of decomposition is a library component deS|gnrcltg)(ﬂinchmarkhazaml.g ).

by G and a set of (possibly still complex) gates labeldd,

EII?’ ""tH"' ':che Igtyeihar?_k?ecompgsec:_ re_zcu(rjs;velyhgntll ?gtandard—cell libraries. Furthermore, as our experimental re-
elements are found In the library and oplimized fo achieve Way, o o,y (see Section VI), in many cases the use of standard
lowest possible cost. We, thus, by and large put no restrlct|o|n% . i . . o

aiches instead of C-elements helps improving the circuit

on the implementation architecture in this work. However, as . .
Implementations considerably.

will be seen further, for the sake of practical efficiency, our . .
implemented procedure deals only with the two-input gat sThe power of this new method can be appreciated by
and/or latches to act ag-elements in the decomposition. Thd20king at the examplenazard.g ~ taken from a set of
second important change of this work compared to [8] is thBynchronous benchmarks. The original STG specification and
the new method is based on a full scale Boolean decompositibh State graph are shown in Fig. 2(a) and (b). The initial
rather than just on algebraic factorization. This allows UgPlementation using the “standard C-architecture” and its
to widen the scope of implementable solutions and impro@€composition using two input gates by the method described
on area cost. Future work will tackle performance-orientddl [7] are shown in Fig. 2(c) and (d). Our new method
decomposition. produces a much cheaper solution with just two D-latches,
Our second goal in generalizing the C-element-based d&own in Fig. 2(e). Despite the apparent triviality (for an
composition has been to allow the designer to use maegperienced human designer!) of this solution, none of the
conventional types of latchgs.g., D-latches and SR-latchespreviously existing automated tools have been able to obtain
instead of C-elements that may not exist in conventional Also note that the D-latches are used isped-independent
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fashion, and are thus free from meta-stability and hazard ST !

d: b a | [ G 1 /,,,,A

problemst SERERERE LR LTI o ¢ gD g o
The paper is organized as follows. Section Il introduces ti® o0 oo jxx x gﬁ'ﬁ;’;]
main theoretical concepts and notation. Section Il presents ERM ! = <—p*
an overview of the method. Section IV describes the major
aspects of our Boolean relation (BR)-based decomposition
technique in more detail. Section V briefly describes its al-
gorithmic implementation. Experimental results are presentéid- 3. Event insertion scheme: (a) before insertion and (b) after insertion.
in Section VI, which is followed by conclusions and ideas
about further work. remains enabled in any other state reachable fromfiring an
eventb* different froma*. An SG is callecbutput-persistenif
its output signal events are persistent in all states and no output

) ) ] ] signal event can disable input events. Any transformation, such
In this section we introduce theoretical concepts and notgs insertion of new signals for decomposition, if performed at

tion required for our decomposition method. First, we definge s level, may affect all three properties.

state g_raphs(SG’s), which are used for logic synthesis of The second requirementomplete state codingCSQ, is
speed-independent circuits. The SG itself may of course Renecessary and sufficient condition for the existence of a
generated from a more compact, user-oriented model, suCh@gc circuit implementation. A consistent SG satisfies the CSC
the STG. The SG provides the logic synthesis procedure WBFbperty if for every pair of states s’ such that(s) = v(s'),

all the information necessary for deriving Boolean functionge set of output events enabled in both states is the same (the
for complex gates. Second, the SG is used for a properye in Fig. 2(b) isoutput-persistenand has CSC). CSC does
preserving transformation, callestgnal insertion The latter is ot however restrict the type of logic function implementing
performed when a complex gate is decomposed into smallgjch signal. It requires that each signal is cast insingle
gates, and the new signals must be guaranteed to be spggdmic gate. The complexity of such a gate can however go
independent, i.e., hazard-free in input/output mode using tB@yond that provided a concrete library or technology.

(a) (b)

Il. BACKGROUND

unbounded gate delay model. The concepts of excitation regions and quiescent regions are
essential for transformation of SG's, in particular for inserting
A. State Graphs and Logic Implementability new signals into them. A set of states is calledexgitation

An SG is a labeled directed graph whose nodes are calfégion (ER) for eventa™ [denoted byER(a")] if it is the set
states Each arc of an SG is labeled with @vent that is a of states such that € FR(a*) < s%. The quiescent region
rising (a+) or falling (a—) transition of a signak in the (QR [denoted byQR(a*)] of a transitiona*, with excitation
specified circuit. We also allow notatiom« if we are not region ER(a*), is the set of states in which is stable and
specific about the direction of the signal transition. Each stdteeps the same value, i.e., tBi2(a+) (ER(a—)), a is equal
is labeled with a vector of signal values. An SCcimnsistent to one(zero) inQR(a+) (QR(a—)). An example of arER
if its state labelingv: S — {0,1}" is such that: in every and two examples oQRs are shown in Fig. 2(b).
transition sequence from the initial state, rising and falling
transitions alternate for each signal. Fig. 2(b) shows the SG
the Signal Transition Graph in Fig. 2(a), which is consiste
We write s = (s = ') if there is an arc from state (to state ~ Our decomposition method is essentially behavioral—the
s’) labeled witha. creation of new signals at the structural (logic) level must be

The set of all signals whose transitions label SG arcs aratched by an insertion of their transitions at the behavioral
partitioned into a (possibly empty) set of inputs, which comG) level. Event insertion is an operation on an SG which
from the environment, and a set of outputs or state signals thetects a subset of states, splits each of them into two states
must be implemented. In addition to consistency, the followirgnd creates, on the basis of these new states, an excitation
two properties of an SG are needed for their implementabilitggion for a new event. Fig. 3 shows the chosen insertion
in a speed-independent logic circuit. scheme, analogous to that used by most authors in the area

The first property ispeed-independendé consists of three [19]. We shall say that an inserted signais acknowledged
parts: determinism, commutativity and output-persistence. Ay a signab, if b is one of the signals delayed by the insertion
SG is calleddeterministicif for each states and each label of a. The same terminology will be used for the corresponding
a there can be at most one state such thats = s’. An transitions. For example] acknowledges: in Fig. 3.

SG is calledcommutativef whenever two transitions can be State signal insertion must preserve $peed-independence
executed from some state in any order, then their executiohthe original specification. The events corresponding to an
always leads to the same state, regardless of the order. ingerted signak are denoted:x, z+, x—, or, if no confusion
eventa* is called persistent in stateif it is enabled ats and occurs, simply byr. Let A be a deterministic, commutative
SG and letd’ be the SG obtained from by inserting event

1For example, all transitions on the input must be acknowledged by the We say that an insertion state S@R(x) in A is aspeed-
output before the clock can fall and close the latch. Thus, there is no problem

with setup and hold times as long as the propagation time from D to ngerenQenge presgrving.set (SIP'.S.ﬁt) 1) for eaCh. evenF
larger than both setup and hold times, which is generally the case. a in A, if a is persistent inA, then it remains persistent in

for . .
nl%’)' Property-Preserving Event Insertion
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r conditions are violated foER 4 (x+) [a violation of the type

s 1
a d,"\a r shown in Fig. 4(b)].
r / \ When signale is inserted with the excitation regions shown
d s2 $3 s2

in Fig. 5(b) then its positive switching is acknowledged by
s3 i s2 / V transitionsa—, d+, while its negative switching is acknowl-
X / edged by transitiorr—. The corresponding excitation regions
s4 4 satisfy the SIP conditions and the new Sf5 obtained after
s4 insertion of signalx, is shown in Fig. 5(b). Note that the
(a) ") (©) acknowledgment ofr+ by transitionsa—, d+ results in
delaying some input signatransitions in A’ until z+ fires.
This changes the original I/O interface for S4 because it
equires the environment to look at a new signal before it can

, , _— .
A, and 2) 4" is deterministic and commutative. The formaLhangea andd. This is generally incorrect (unless we are also

f:ondmonsf for the sgt of sftatgﬁtohbe a Slllr-get can dpe gIVZnseparately finding an implementation for the environment or
in terms of intersections of with the so-called state diamonds, o /e working under appropriate timing assumptions), and

of SG [5]. These conditions are illustrated by Fig. 4, where ar#ence this insertion is rejected
possible cases of illegal intersectionsrofvith state diamonds The excitation regionsERA(x.Jr) and ER4(x—) shown

are shown. The first (rather inefficient) method for finding, Fig. 5(c) are SIP sets. They are well-formed and comply
SIP-sets based on a reduction to the satisfiability problem Wggy, the original 1/0 interface because positive and negative
proposed in [19]. An efficient method based on the theory g§fsitions of signat: are acknowledged only by output signal

regions has been described in [5]. _ N 2. This shoice of insertion is thus valid.
Assume that the set of statésin an SG is partitioned into

two subsets which are to be encoded by means of an additional

signal. This new signal can be added in order to either satigly Signal Insertion Guided by Function

the CSC condition, or to break up a complex gate into a sefjy the case of logic decomposition, the insertion of new

of smaller gates. In the latter case, the new signal represegigals is guided by Boolean functions either obtained by

the output of the intermediate gate added to the circuit. Lgfyepraic division (as in [8]) or by Boolean decomposition

rand7 = 5 —r denote the blocks of such a partition. FOpf complex functions. We next summarize the method for

implementing such a partition we need to insert transitions gfnction-guided signal insertion presented in [8] and also used

the new signals in theorder statesbetweenr and. in this paper. The method will be illustrated with the example
Theinput borderof a partition blockr, denoted by/ B(r), of Fig. 6.

is informally the subset of states oby whichr is entered. We  Given a functiont’, the set of states is initially partitioned

call IB(r) well-formedif there are no arcs leading from statesnto the blocksr and 7 corresponding to the states in which

inr—1B(r) to states iN B(r). If a new signal is inserted using 7/ = 1 and F = 0, respectively. In the example of Fig. 6,

an input border, which is not well-formed, then the COHSiSten@}"gnal z corresponding to the functiof = ¢+ d must be

property is violated. Therefore, if an input border is not welhserted. Fig. 6(a) depicts the partition of the states with regard

formed, its well-formed speed-independent preserving closuee function £

can be constructed, as described by the algorithm presenteflext, the I-partition is calculated by defining the input

in [7]. borders ofr and 7 and extending them until they become
The insertion of a new signal can be formalized with the nGIP sets. This extension is not unique and several solutions

tion of I-partition ([19] used a similar definition). Given an SG,can be derived [5]. Fig. 6(b) depicts one of the solutions.

A, with a set of states', an I-partition is a partition of into  The final I-partition define& R(x+), ER(x—), QR(x+), and

four blocks: {ER(z+), QR(z+), ER(z—),andQR(z—)}. QR(z—).

QR(z+) and QR(z—) define the sets of states in whieh  Finally, the eventsc+ and z— are inserted following the

will have the stable value one and zero, respectivBl®(z+) scheme depicted in Fig. 3. The final SG is shown in Fig. 6(c).

and FR(z—) define the excitation regions af in the new The new signak: can now be implemented by the function

SG A’. In order to distinguish between the sets of states for = ¢ + d.

the excitation and quiescent regions of the inserted signal In the examplez+ is delayed by:+ whereas:— is delayed

in the original SGA and the new SGA’, we will refer to by z—. Thus, signals is acknowledged by.

them asER(x%), ER4 (z%), QRa(zx), and QR 4 (z%), The insertion of a new signat implies changes in the

respectively. If the insertion of preserves consistency andmplementation of some other signals as well. In general:

persistency, then the only transitions crossing boundaries o signals delayed by change their implementations, since

Fig. 4. Possible violations of SIP conditions.

the blocks are the followingQR.(z—) — ERs(z+) — x becomes a new trigger signal for them and

QRA(z+) —» ERs(z—) — QRA(z—). + the implementation of thsignals not delayed hy is valid
Example 1: Fig. 5 shows three different cases of the in- inthe new SG. However, it might be the case that simpler

sertion of a new signak into the SG for thehazard.g implementations are possible when the new signas

example. The insertion usingRs(x+) and ER 4(x—) of included in their support. Hence can contribute to the

Fig. 5(a) does not preserve speed-independence as the SIP setsimplification of these “non-triggered” signals as well.
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Fig. 6. (@) Bipartition by function: = ¢ + d, (b) I-partition with SIP ER’s, (c) insertion of signal, and (d) bipartition for functiorr = a + d + =.

Henceforth, we will say that a functiof is speed indepen- respectively, called th®©FF-set ON-set and DC-set F' is
dentin an SG if an I-partition with SIP ER’s can be found forcompletely specified its DC-set is empty. We shall further
F. In our examplef' = c+d is a speed-independent functionalways assume that' is a completely specified Boolean
Fig. 6(d) shows a bipartition of the set of states for functiofunction unless we explicitly say otherwise.

I'=a+ d+ 2. It can be easily seen that this function is not Let F(xy,z»,...,2,) be a Boolean function of Boolean
speed independent in this SG as no I-partition with SIP ERariables. The sek = {z1,z2,...,%,} is called thesupport
can be found. This is due to the isolation of state 0100 incd the function F. In this paper, we shall mostly be using
diamond, that generates a forbidden configuration similar tioee notion oftrue support which is defined as follows. A
the one of Fig. 4(b). variablex € X is essentiafor function #' (or F' is dependent
on z) if there exist at least two mintermsl, +2 different

, o ) .~ only in the value ofz, such thatF(v1) # F(v2). The set
D. Basic Definitions About Boolean Functions and Relationg¢ assential variables for a Boolean functidhis called the

An important part of our decomposition method is findtrue supportof ' and is denoted byup(F). It is clear that
ing appropriate candidates for characterization (by meansfof an arbitrary Boolean function its support may not be the
Boolean covers) of the sets of sta#é® 4 (z+) andER s(x—) same as the true support. E.g., for a support= {a,b, c}
for the inserted signal:. For this, we need to referenceand a functionF'(X) = b + ¢ the true support of"(X) is
here several important concepts about Boolean functions ang(F') = {b,c}, i.e., only a subset ok
relations [12]. Let F(X) be a Boolean functiod'(X) with supportX =

An incompletely specified (scalar) Boolean function is §z1,x2,...,z,}. The cofactor of F(X) with respect toz;
functional mappingF: B" — {0,1,—}, whereB = {0,1} (F;) is defined asF,, = F(z1,22,...,2; = 1,...,2,)
and “—" is a don't care value. The subsets of domaB” (F& = F(ap,z9,...,2; = 0,...,2,), respectively). The
in which F' holds the zero, one, and don't care value argyell-known Shannon expansion of a Boolean functigd ) is
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based on its cofactordi(X) = x;F,. +T; F5. The existential 20
abstraction of a functio(_.X') with respect tar; is defined @s | 1. foreach non-input signal z do
3., F = F,, + I%,. The existential abstraction can be naturally solutions(z):=0;

extended to a set of variables. TiRoolean differenceor | 2:  foreach gate G € {latches, and2, or2j do
solutions(z):=solutions(z) U decompositions(z,G);

Boolean derivativeof F'(X) with respect tar; is defined as endfor
(SF/(S.IZ = F, & F&. 3: best_H(z) := Best SIP candidate from solutions(z);
i ; ; i i H . endfor
Afunction F(zy1,x2,...,2;,...,2,) iSUnate in variable; 4: if foreach z, bestH(z) is implementable

if either % < I, or I, < Fg- under ordering) < — < 1. or foreach z, best_H(z) is empty then exit loop;

In the former cas€Fs < F,.) it is called positive unate | 5: Let H be the most complex best-H(z); )

in z;, in the latter casenegative unate inz;. A function | & foi’e‘igt new signal z implementing H and derive new 5G;
that is not unate ing; is calledbinatein x;. A function iS | 7:Library matching;

(positive/negativeunate if it is (positive/negative)unate in
all its support variables. Otherwise it is binate. For examplEig. 7. Algorithm for logic decomposition and technology mapping.

the function = a + b + ¢ is positive unate in variable

becausel, =1 > I =b+ec become a candidate for decomposition in the next iteration.

For an incompletely specified functioh(X) with a DC- Thus, we decompose the largest gates first.
set, let us define the DC functiofip: B" — B such that  The algorithm terminates when all noninput signals are
ON(Fpc) = DC(F). We will say that a functionf is an implementable with gates from the library or when no more
implementation of” if F'- Fpe < F < F 4 Fpe. signals can be further decomposed (line 4).

A Boolean relationis a relation between Boolean spaces The proposed method breaks an initial complex gate imple-
[2], [12]; it can be seen as a generalization of a Booleanentation of an SGstarting from the gate outpitby using
function, where a point in the domaiB™ can be associated sequential(if its function is self-dependent, i.e., it has internal
with several points in the codomain. More formally, a BR feedback) orcombinationalgates.
is R C B™ x {0,1}™. Sometimes, we shall also use the™ This method is complementary to the one proposed in [7]
symbol as a shorthand in denoting elements in the codomainvhich the decomposition was performed by using algebraic
vector, e.g., 10 and 00 will be represented as one veetor divisors of the current implementations of the output signals,
BR’s play an important role in multilevel logic synthesis [12]and thus decomposition was perform&dm the inputsof
and we shall use them in our decomposition method. complex gates.

Consider a set of Boolean function® = {Hi, Ho, Given a vectorX of SG signals and given one noninput
... Hpy}. Let R C B™ x {0,1}'™" be a BR with the same signaly € X (in general the functiod’(X) for ¥ may be self-
domain as functions frorfi{. We will say thatX is compatible dependent), we try to decompose functiBX) into (line 2
with R if for every pointv in the domain ofR the vector of of algorithm in Fig. 7):

values(v, Hy(v), Hz(v), ..., Hm(v)) is an element of2. An  + 3 combinational or sequential gate with functi6Z, v),
example of compatible functions will be given in Section IV.  \where Z is a vector of newly introduced signals,

» a vector of combination&functionsH(X) for signalsZ,

lll. OVERVIEW OF THE METHOD so thatG(H(X),y) implementsF'(X).
In this section we describe our proposed method for Sl(\a/l_oreoyer, we requir_e the newly introduced signals to be
X o . o . —speed-independent (ling).
quential decomposmon of spe_ed-mdependent_cwcwts aime he problem of representing the flexibility in the choice of
at technology. mgppmg. It con.s'lsts of three maln, steps: the H functions as BR’s has been explored, in the context
1) SY”the_S'S via decomposmon_ based on BR's; of combinational logic minimization, by [22] among others.
2) signal insertion and generation of a new SG; Here we extend its formulation to cover alsequentialgates
3) library matching. (in Sections IV-A and IV-C). This is essential in order to
The first two steps are iterated until all functions argyercome the limitations of previous methods for speed-
decomposed into implementable gates or no further progr@ggependent circuit synthesis that were based on a specific
can be made. At each iteration only one noninput signgfchitecture. Now we are able to use a broad range of
is decomposed by inserting a new internal signal (Step Zbquential elements, like set and reset dominant SR latches,
Resynthesis of all noninput signals is performed after thnsparent D latches, and so on. We believe that overcoming
insertion of a new signal (Step 1). Finally, Step 3 collapsesis limitation of previous methods, that could only use C
decomposed gates and matches them with library gates. elements and dual-rail SR-latches, is one of the major strengths
The pseudocode for the technology mapping algorithm ¢ this work. Apart from dramatically improving some exper-
given in Fig. 7. At each iteration of the main loop, a new sign@hental results, it allows one to use a “generic” standard-cell
is inserted. In order to define a function for this new Signqibrary, that genera”y includes SR and D latches (but not C
a set of valid decompositions is calculated for each noninput
Sl.gnal (line 2 in Fig. 7) and j[he hest ane is kept (“n.e. 3)- 2Note that after decomposition terminates, technology mapping can be
Finally the most complex function from all the decompos't|0n§erformed indifferently starting from the inputs or from the outputs.
is implemented as a new Signal (Iines 5and 6)' Choosing theThe restriction thatH(.X') be combinational will be partially lifted in
most complex function at each step allows this function tgection Iv-C.
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elements), without the need to design and characterize ayate available in the library. The implementation is guaranteed
new asynchronous-specific gates. to be hazard-free under the following conservative assumption:
The algorithm proceeds as follows. We start from an SG athike delay of a bubble with fanin signalis less than the delay
derive a logic function for all its noninput signals (ling. We of any other gate, with possibly input bubbles, within its
then perform an implementability check for each such functidanin [9].4
as a library gate. The largest nonimplementable function isAt the end, we perform a Boolean matching step ([11])
selected for decomposition. In order to limit the search spade, recover area and delay (ling). This step can merge
we currently try as candidates féf (line 2): together the simple two-input combinational gates that we

« all the sequential elements in the library (assumed to halj@ve conservatively used in the decomposition into a larger
two inputs at most, again in order to limit the searchbrary gate. It is guaranteed not to introduce any hazards if

space); the matched gates are atomic.
¢ two-input AND, OR gates with all possible input inver-
sions. IV. LoGic DECOMPOSITIONUSING BOOLEAN RELATIONS

The flexibility in the choice of functions{ = (Hi, H»)
is defined by a BR, that represents the solution space Af Specifying Permissible Decompositions with BR’s
F(X) = G(H(X)), as described in Section IV-A. As discussed above, in this paper we apply BR’s to the
The set of function pairgH;, H») compatible with the BR following problem.
is then checked for speed-independence (#heas described  Given an incompletely specified Boolean functiBaX) for
in Section II-C. This additional requirement has forced usignaly, ¥ € X, decompose it into two levelg = G(Z, y);
to implement a new BR minimizer, that returnssat of 7z = (X) such thatG(H(X),%) implements F(X) and
compatible functions, as outlined in Section V-A. If both areunctions G and A have a simpler implementation tha
not speed-independent, the pair is immediately rejected. (any such? will be called permissible).
Then, bothH; and H; are checked for approximate (as Note that the first-level functio(X) = {H (X),...,
discussed above) implementability in the library, in increasing,, (X)} is a multioutput logic function, specifying the behav-

order of estimated cost. We have two cases: ior of internal nodes of the decompositia,= {21, ..., 2z, }.°
1) both are speed-independent and implementable: in thisThe final goal is a function decomposition to a form that
case the decomposition is accepted, is easily mappable to a given library. Hence only functions
2) otherwise, the most complex implementaltfe is se- available in the library are selected as candidateg-forhen
lected, and the other one is merged wiih at each step of decomposition a small mappable piece (function

Choosing the most complex function, as mentioned abovg) 1S cut from the potentially complex and unmappable func-
experimentally helps with keeping the decomposition bdion £+ For a selectedr all permissible implementations of
anced. Note that at this stage we can also implent&nor function’H are specified with a BR and then via minimization

H, as asequential gatdf the sufficientconditions described ©f BR @ few best compatible functions are obtained. All of
in Section IV-C are met. them are verified for speed-independence by checking SIP-

The procedure is iterated as long as there is progressS§fS- The one which is speed-independent and has the best

until everything has been decomposed (l#je Each time a estlmated cost is selected. _ )

new functionH; is selected to be implemented as a new signal, S_'n;le the support of functiod” _c?nb ";]Clu_de the r(])utput
it is inserted into the SG (lin6) and resynthesis is performed’2"1able v, it can specify sequential behavior. In the most
in the next iteration. general case we perform two-levetquentialdecomposition

The incompleteness of the method is essentially due to tﬂéCh that _bOtE functlorG and fun(.:tfln?-l.ca?] t?e sequentlal,h
greedy heuristic search that accepts the smallest implementé‘rﬁe contain their own output variables in their supports. The

or nonimplementable but speed-independent solution. The;g_cond level of the decomposition is made sequential by

fore, a speed-independent solution could be missed, e.g., i ecting a latch from the library as a candidate gateJhe

corresponds to a redundant cover as shown in Example 2.t? .hn|que f_or dgrwmg a sequential solution for the first level
is described in Section IV-C.

order to enable the generation of redundant decompositions In L .
9 P We next show by example how all permissible implemen-

our implementation, the method based on BR’s is Combmrﬁ%ions of a decomposition can be expressed with BR's.

W|th_ a method based on monotomc covers that perfor Example 2: Consider the STG in Fig. 8(a), whose SG ap-
a direct search for speed-independent covers [9], [1], but S . . .
) . . ...pears in Fig. 9. Signals, ¢, and d are inputs andy is an
is also incomplete due to a very restricted decomposition

structure based on C-elements. We believe that an exhausﬁ\%om' A possible implementation of the logic function for

enumeration of all speed-independent solutions with ba 1S F(a’c’.d’ y) = acd + (¢ +.d)' Let us decompose this
. : ; .~ function using ag7 a reset-dominant Rs-latch represented by
tracking would be complete (but impractical), by a reIaUveIi/h -

straightforward extension of the results in [20] that appliede equationy = G(R,S,y) = R(S +y) [see Fig. 8(b)]

only to circuits without external inputs. 4This is likely to be satisfied if the layout program keeps such inverters
Note that in this paper we assume that input invertefgY close o their fanout gates. N _

(bubbles) attached to the inputs of other gates are “fast” rs‘ngor simplicity we consider the decomposition problem for a single-

: put binary functionF’, although a generalization for the multioutput and
therefore bubbles can be added to the fanin of any hazard-fregtivalued functions would be straightforward.
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Fig. 8. Sequential decomposition for function = acd + y(¢ + d).
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Fig. 9. State graph and decomposition of signdly an RS latch. . . .
dual-rail RS-latch. The best solution is selected among 1) and

r@ depending on the cost function.
Table | specifies compatible values of the BR for different

using the BR specified in the table of Fig. 9. Consider, fdyPeS Of gates: a C-element, a D-latch, a reset-dominant Rs-
example, vectora, ¢, d, y = 0000. It is easy to check atch, a set-dominant Sr-latch, a two-input AND gate and a

that (0,0,0,0) = 0. Hence, for vector 0000 the tableg’\’(g finput SRD%“te' Af‘” Sfteééhaé aref hot reﬁchabflre in the
specifies that(R, S) = {11,10,00} = {1—,-0}, i.e., any orm the -set for the - E.g., Tor each stateom

implementation ofR and .S must keep for this input vector ER(y+) only one compatible solution, 11, is allowed for input

either R at oneor S at zero, since these are the necessafy/'ClionsH1, f> of a C-element. This is because the output of
' C-element in all states,e FR(y+) is at zero and’(s) = 1.

and sufficient conditions for the Rs-latch to keep the val e L ) .
zero at the outpuy, as required by the specification. On théJnder these conditions the combination 11 is the only possible

other hand, only the solutioR = 0, 5 = 1 is possible for the input combination that implies the value one at the output of
input vector 1100, which corresponds to setting the output C-element. On the other hand, for each state R(y+),

the Rs-latch to one. The BR solver will find, among other{€ outputy = 1 and F'(s) = 1. Hence, it is enough to keep
the two solutions illustrated in Fig. 8(c)—(d): B = cd+5¢; at least one input of the C-element in 1. This is expressed by

S —=aand 2)R = cd; S = acd. Solution (2) is not speed- values{1—,—1} in the second line of the table. Similarly, all

independent, and therefore only solution (1) will be include(alther compatible values are derived.
as a SIP candidate. Another speed-independent solution,
R = cd; S = acd [Fig. 8(f)] corresponding to a redundant
cover will be included into the list of SIP candidates by the Given an SG satisfying the CSC requirement, each output
monotonic cover method. It differs from solution 2) by addingignal ¥y € X is associated with a uniquéncompletely

a redundant literal to functiofi. The monotonic cover method specified function’(X'), whose DC-set represents the set of
[9], [1] performs direct search for speed-independent cubesreachable state$:(X) can be represented by threem-
and covers for each excitation region of a signal assumingketelyspecified functions, denot€dN (y)(X), OFF(y)(X),
restricted decomposition structure based on a C-element carad DC(y)(X) representing the ON-, OFF-, and DC-set of

At the first step we specify the permissible implementatio
for the first level functionsR = H; and S = Hy by

3
é.)Functional Representation of Boolean Relations
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F(X), such that they are pairwise disjoint and their union BR specified in the table. It can be obtained from (1) by

a tautology. substituting expressions f@N(y), OFF(y), DC(y), and the
Let a genericn-input gate be represented by a Booleafunction of an Rs-latchR(S + v):

equationg = G(Z,q), whereZ = {z,..., z,} are the inputs

of the gate, andy is its output® The gate is sequential i BR(y)(a,c,d,y, R, S) =RSacd + Ry(c + d)
belongs to th_e true support ﬁ(_Z,.q). . + (R +§)y(a+6+ d)
We now give the characteristic function of the BR for N _
the implementation of"(X) with gateG. This characteristic +acd(R + 57)
function representsll permissible implementations of = + acdy. 3)
Hi(X),...,2, = H,(X) that allow " to be decomposed by
G This function has value one fatl combinations represented
in the table of Fig. 9 and value zero for all combinations that
BR(y)(X,Z) = ON(y)(X) - G(Z,y) + OFF (y)(X) are not in the table [e.g., fdu, ¢, d,y, R, S) = 000001]. For
'm‘FDC(y)(X)- (1) example, the set of compatible values fordy = 0110 is

given by the cofactor
Intuitively, this equation specifies the relations:
» between every minterm (with support i) in the ON-set BR(Y)geay = R+ S
and the functions ofZ that makeG(Z,y) = 1;
« between every minterm in the OFF-set and the functiomghich correspond to the termis- and —0 given for the BR
of Z that makeG(Z,y) = 0. for that minterm.

In the example of Fig. 9, the minterag d7, acdy, andacdy ~ 1WO possible solutions for the equatiaiR(y(a, ¢, d, v,
belong to the OFF-, ON- and DC-set, respectively. Thus, & 5) = 1 corresponding to Fig. 8(c)—(d) are

BR for the functionG(R, S,y) = R(S + y) will be
R=cd;, S=oac

BR(y)(aacadayaRaS) RICd—l—yE, SICL.

Given the characteristic function (1), the corresponding table
describing the BR can be derived using cofactors. For eakh
mintermm with support inX, the cofactorBR(y),, gives the  Accurate estimation of the cost of each solution produced
characteristic function of all compatible values far...., z,. by the BR minimizer is essential in order to ensure the

Finding a decomposition of” with gate GG is reduced to quality of the final result. The minimizer itself can only handle

Two-Level Sequential Decomposition

finding a set ofn functions H(X) = (H:(X),...,H,(X)) combinational logic, but often (as shown below) the best
such that solution can be obtained by replacing a combinational gate
with a sequential one. This section discusses some heuristic
BR(y)(X, H(X)) = 1. (2)  techniques that can be used to identify when such a replace-

) . . ment is possible without altering the asynchronous circuit
Fi Exgmplrerz 3.(Er>]<§m$lethz cg_rljgm:s)il.:'il'heg SLGtshownnlr;d brehavior, and without undergoing the cost of a full-blown
g. 9 corresponds to the g. ©. Lel us cons gequential optimization step. In particular, it discusses how

how the implementation of 5|_gnay with a resgt-(_jomlna_nt a decomposed combinational functien= H(X,y) can be
Rs latch can be expressed using the characteristic funcnonré) laced by a sequential function — H'(X,2) without

the B.R Recall that the table Sh_OWI’lII’I Fig. 9 repre;eqts ﬂ1:(?1anging the behavior of the circuit. Let us consider our
function F(a, c,d,y) = acd + y(¢ + d) and the permissible example again

\(/)alllliesa:)(; Itjhg slgfsufnsfiuizg o% (Zf cth; ?ertggﬁnzgebom_e, Example 4: (Example 2 continueiLet us assume that the
foIIOV\;ing completely specified fu7n(7:tic7>zrl15' y considered library contains three-input AND, OR gates and
' Rs-, Sr-, and D-latches. Implementation (1) of sigpaby
ON(y) =y(e+ d) + acd an Rs-latch with inputsit = cd and 5 = acE_ matches the
OFF(y) =g(@+ 2+ d) + acd I|b_rary and_requwes two AND gates, one _Wlth two an_d one
with three inputs, and one Rs-latch. The implementation (2)
DC(y) = acdy. of y by an Rs-latch with inputs®k = c¢d + ¢ and S = a
would be rejected, as it requires a complex AND-OR gate
hich is not in the library. However, when inpgt in the
unction ed 47 ¢ is replaced by signak, the output behavior
6In the context of Boolean equations representing gates we shall liberatif £ will not change, i.e., functiolR = ¢d +7% ¢ can be safely
e e s S e Sqeaio an o s Yeplaced by — cd 1 . The latter eguation corresponds to
the function of a D-latch and gives the valid implementation

of signal ¢ while the same literal in the right-hand side corresponds to i - }
previous value. shown in Fig. 8(e).

The set of permissible implementations fé& and S is
characterized by the following characteristic function of th
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Our technique to improve the precision of the cost estihe enabling of signak would be different, meaning that
mation step, by partially considering sequential gates, is esher s’ or s’ would have different output arcs id’ and
follows. A”. However, if the condition of Lemma 1 is violated, then
H(X,y) keeps the same value in botti and s”, while
H'(X, ») changes its value due to the changezoHence, A’
and A” cannot be isomorphic if the conditions of the Lemma
are violated.

Example 5: (Example 2 continuejlLet input R of the RS-
latch be implemented asl + 7 ¢ [see Fig. 8(d)]. The ON-set
of function H = ed+7 ¢ is shown by the dashed line in Fig. 9.
The input border ofH is the set of states by which its ON-set
is entered in the original SG, i.e., IB(H) = {0111}. By
similar consideration, we have thaB(H) = {0100}. These
input borders satisfy the SIP conditions and, heié¥,H ) can
] o ) be taken aZR 4(R+), while ER s(R—) must be expanded
Let us consider the task of determinififf and H} as in Step beyond IB(H) by state 1100 so that it does not delay the
3. Let A be an SG encoded by variables from Vgand let input transitiona+ (ER,(R—) = {0100,1100}).
z=H(X,y),suchthatX C V,y € V, be an equation for the  The set of states where the value of functiinessentially
new variablez ¢ V which is to be inserted inl. The resulting depends on signaj is given by the functiodH (X, y)/sy =
SG is denotedd” = Ins(A,z = H(X,y)). Sometimes we .z [ js negative unate i and cubesz has no intersection
will simply write A" = Ins(A, z) or A" = Ins(A,z1,...,21)  with ER4(R+) U ER4(R—). Therefore by the condition of

1) Produce permissible functions = H;(X) and 2, =
H,(X) via the minimization of BR’s 4 and z, are
always combinational asg;, z2 € X).

2) Estimate the complexity off; and Ho:
if H; matches the librarghen Complexity= cost of the
gate else Complexity- literal count

3) Estimate the possible simplification # andH> due to
adding signals; and =, to their supports, i.e., estimate
the complexity of the new paifH1, H;} of permissible
fUﬂCtiOﬂSZl = Hi(X, 21722), Zo = Hé(X, 21, 22).

4) Choose the best complexity betweHn and H.

when more than one signal is inserted. ~ Lemma 1 literaly can be replaced by literdt, thus producing
A solution for Step 3 of the above procedure can be obtainggyew permissible functio® = cd + Re.
by minimizing functions for signals, andz; in an SGA’ = Thjs result can be generalized to binate functions, as fol-

Ins(A, 21, z2). However, this is rather inefficient because thg)s.

creation of SGA’ is computationally expensive. Hence instead | emma 2: Let Boolean functionH(X,y) implement the
of looking for an exact estimation of complexity for signalgnserted signal: and be binate iny. Function H can be
z and z; we will rely on a heuristic solution, following represented a#/(X,y) = Fy + Gy + R, where F, G, and
the ideas on input resubstitution presented in Example #.are Boolean functions not depending @riet H'(X, z) =
For computational efficiency, the formal conditions on inpu(p | ) + R. Then SG'sA’ = Ins(A,z = H(X,y)) and

resubstitution should be formulated in terms of the original” — 1,504, » = H'(X, 2)) are isomorphic iff the following
SG A rather than in terms of the S@’ obtained after the ¢gnditions are satisfied:

insertion of new signals.

Lemma 1: Let Boolean functionH(X,y) implement the SH(X,y)/by - 5" =0 (1)
inserted signalz and be positive (negative) unate in Let
H'(X, z) be the function obtained frof (X, y) by replacing _
each literaly (or ) by literal z. The SG'sA’ = Ins(A,z = FxG+RNST=0 2)
H(X,y)) and A” = Ins(A,» = H'(X, »)) are isomorphic, o )
i.e., have the same states and arcs, iff the following conditi¥¢here S* and ST are the characteristic Boolean functions
is satisfied: describing sets of statdsi 4 (z+)UER 4 (2—) and ER 4 (2+)

in A, respectively.
SH(X,y)/8y-S* =0 The proof is given in the Appendix.

The conditions of Lemma 2 can be efficiently checked
where S* is the characteristic function describing the set d¥ithin our binary decision diagram (BDD)-based framework.
statesERA(z+) U ER4(z—) in A. Thgy require to check two tautqlqgles |nvol\{|ng fur)ct.|ons

Informally Lemma 1 states that resubstitution of input defined over the states of the original SG This heuristic
by = is permissible if in all states where the value of functiofolution is a tradeoff between computational efficiency and
H(X,y) depends om, the inserted signal has a stable value. OPtimality. Even thqugh the estimation is still not exact (the
The intuition behind this lies in the way of constructing*act solution requires the creation df = Ins(4,z)), it
SG’s A’ or A” when signalz is inserted in SGA. Any state a!lows us to discover and possibly use the implementation of
s € A which belongs to the excitation regioRR(z+) of Fig- 8(€).
z gives rise to two states’ and s” in A’ or A" (s = s").
For A’ and A” to be isomorphic, the value of the functions V. IMPLEMENTATION ISSUES

H(X,y) andH'(X, 2) in these states must coincide, otherwise 1o method for logic decomposition presented in the previ-

ous section has been implemented in a synthesis tool for speed-
"Note that this heuristic estimation covers only the cases when one iﬁfdependent circuits. The main purpose of such implementa-
the input signals for a combinational permissible functiéfip is replaced . L
by the feedback; from the output ofH; itself. Other cases could also betlon was to evaluate the potentlal Improvements that could

investigated, but checking them would be too complex. be obtained in the synthesis of speed-independent circuits by



CORTADELLA et al.: DECOMPOSITION AND TECHNOLOGY MAPPING OF SPEED-INDEPENDENT CIRCUITS 1231

dac dac ac
dy\_00 01 11 10 dy\_ 00 01 11 10 dy\ 00 01 11 10

00-0 - 01 - 000 [-- 101-0 00/-0 |-0 [01-0
01 0- 0- 0- 0-: 01 0- [0- 0-10- 01 0- | 0- [0-]0-
e Lo O ne e O oo
dyN00 01 11 10 IR bl B B T O
0= |- |O1]--" 10 - ooy 10— fe- =2 L e el
01£0- | 0- | 0- | 0- R=cd S=a . R=cd S=c . R=cd S=ac
F DU DI RS(0000)=-0 % RS(1000)=-0 Se  11{0100)=-0
1110- :l- - 0-
10/ J= || AN00 01 11 10
R=cd S=1I 14 - 00 1-/-0 01 }--:
cen e ' . 01 0- |0- :0- 0--
PROCS 1 ; 10- [ T-"= 70
. - \ 10 e - 1T
1 . R=cd+cy S=a
RS(0000)=1- *e  RS(0100)=-0

Fig. 10. Exploration tree for solving BR’s.

using a BR-based decomposition approach. Efficiency of theln the example of Fig. 9 that corresponds to the BR (3) we
current implementation was considered to be a secondary goave

at this stage of the research. FR 233 BR(y)(a, ¢, d,y, R, )
A. Solving Boolean Relations =Racdy + R(acd + ¢y + dy)
In the overall approach, it is required to solve BR’s for ON(R) OFF(R)
each output signal and for each gate and latch used for +?(5+5+d)+a0dy
decomposition. Furthermore, for each signal and for each gate, DC(R)

several solutions are desirable in order to increase the chances

s
to find SIP functions. F? =3rBR(y)(a,c,d,y, R, S)

Previous approaches to solve BR’s [2], [21] do not satisfy =Sacdy +atc+d+y
the needs of our synthesis method, since (1) they minimize ON(S) PC(S)

the number of terms of a multiple-output function and (2) the )
deliver (without significant modifications to the algorithms ang'at corresponds to the leftmost Karnaugh map of Fig. 10.
their implementation) only one solution for each BR. In our A tWo-level cover for eachy; is obtained individually by
case we need to obtaseveral compatible solutionsith the USINg @ standard Boolean minimizer. Let us adllz;) the
primary goal ofminimizing the complexity of each functiorfOVer obtained forz;. In general, an incompatible solution
individually. Term sharing is not significant because twoXy Pe generated when combining all covers. In the example,
level decomposition of a function is not speed-independent @ ndividual minimization offt and S yields the solution

general and, hence, each minimized function must be trea@ﬁR) = cd a”f? C(5) = L. ) _ _
as anatomic object. Sharing can be exploited, on the other The set of minterms that are incompatible with the BR can

hand, when resynthesizing the circuit after insertion of ea@ rePresented with a characteristic function, by substituting
new signal. For this reason we devised a heuristic approdt#chz: by C(zi) in BR(y)(X, Z). In the example,

to solve BR’s. We next briefly sketch and illustrate it with BR(y)(a,c.d,y,cd, 1) =cy+ady.
the example of Fig. 10, that corresponds to the decomposition
shown in Fig. 9. These minterms correspond to the shadowed cells in the

Given a BRBR(y)(X, 21, ..., 2,), €ach functiond; for z; Karnaugh map of Fig. 10.

is individually minimized by assuming that all other functions If no incompatible minterms are generated after minimiza-
H; (i # j) will be defined in such a way th&?(X) will be tion, the obtained solution is chosen as a valid solution
a compatible solution for BR. Formally, for eaghwe define for the BR. Otherwise, one of the incompatible minterms
4 is heuristically selected. In our case, we select one of the
F'=Feziizin 2 BRI, 215 2. minterms with the largest number of incompatible neighbors

The existential abstraction derives a new relation onlyzfor (I;ammlggthdltsiancet 1)t. Inu;]'tllve% a“r|1d elr.np!,r |ce:||y we havt;a
that ignores the constraints due to othgr# z. Next, the Of served that this strategy helps 1o “legalize™ a farger number
ON-, OFF-, and DC-sets for minimization are obtained &% minterms in forthcqmlng iterations of the solv.er, since the
follows: compatlblllty_of one minterm often propagates to its nelghbo_rs.
Once a minterm has been selected, new BR’s are defined

ON(z)=F. - FL by redirecting its output to a set of compatible output cubes

] that cover the flexibility expressed by the original BR. A new
T BR is defined for each such cube. In our example, we select

DO(z) =F, - 7= the mintermaed 7 and derive two new BR'’s by assigning the
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cube(R,S) = —0 and(R, S) = 1— to each one, respectively. 5) The estimated savings obtained by sharing a function
Thus, we obtain the BR’s for the implementation of several output signals is also
BRi(y)(a, ¢, d,y, R, S) = BR(y)(a, ¢, d,y, R, S) .m considered as a second order priority criterion.

———  Among the best candidate solutions for all output signals, the
BRy(y)(a;c,d.y. R, S) = BR(y)(a, ¢.d,y, R, ) -acdy K. fynction H,(X) with the largest complexity, i.e., the farthest
Any valid solution for BR; or BR; is also a valid solution from implementability, is selected to be implemented as a new
for BR. output signal of the SG.

This approach generates a tree of BR’s to be solved. ThisThe complexity of a function is calculated as the number
provides a way of obtaining several compatible solutions fof literals in factored form. In case it is a sequential function
the same BR. However, the exploration may become prohibind it matches some of the latches of the gate library, the
tively expensive if the search tree is not pruned. In our implémplementation cost is directly obtained from the information
mentation we use a heuristic pruning strategy that at each stepvided by the library.
keeps only those nodes that have the most promising chances
of generating a valid sqlution. In the current.implementatio . Signal Acknowledgment and Insertion
the cost of each node is evaluated as a weighted sum of the ) ) o
number of incompatible minterms and the number of literals FOr €ach function delivered by the BR solver, an efficient
of the (possibly invalid) solution. The solver stops when tpelP insertion must be found. This reduces to finding a partition
number of generated solutions is considered to be satisfactdffa(z+), QRa(x+), ER4(x—), QR4 (z—)} of the SGA

In the example, several solutions are generated. Amo%ﬁCh thatE R 4 (x+) and ER,(2—) (that are restricted to be

them, Fig. 10 depicts the part of the exploration tree leadirg]"-S€ts, Section I-C) become the positive and negative ER'’s
to two valid solutions of the new signale. QR.4(z+) and QR .4(xz—) stand for the

R=cd S =ac corresponding state sets wherewill be stable and equal to
L one and zero, respectively.
R=citecy S=a In general, each function may have seveld 4 (z+) and
The time required by the BR solver dominates the computg:r , (z—) sets acceptable as ER’s. Each one corresponds to a

tional cost of the overall method in our current implementatiogignal insertion with different acknowledging outputs signals
Ongoing research on solving BR’s for our framework isor its transitions. In our approach, we perform a heuristic
being carried out. We believe that the fact that we purséploration seeking for differenER 4(x+) and ER4(x—)
to minimize functions individually, i.e., not targeting the ternets for each function. We finally select one according to the
sharing among different output functions, and that we onfgllowing criteria.
deal with two-output decompositions, may be crucial to derive, gets that are only acknowledged by the signal that is being

algorithms which might be much more efficient than the  gecomposed (i.e., local acknowledgment) are preferred.
existing approaches. « If no set with local acknowledgment is found, the one
with the least acknowledgment cost (i.e., with the least

- ) _ number of signals delayed by the new inserted signal) is
Each generated decomposition for an output signal consists gg|ected.

of a (possibly sequential) output gate with behavipr=
G(Z,y) and a set of decomposed functiafis= H(X). From

B. Selection of the Best Decomposition

The selection of th&"R 4(z+) and ER s(x—) sets is done
i - : independently. The cost of acknowledgment is estimated by
the selected decomposition, only one of tHg(.Y) functions considering the influence of the inserted sigmalon the

will be chosen for its implementation as a new signal, @alementability of the other signals. The cost can be either

Thus, once a set of compatible sol_utions_ has been generj Jeased or decreased depending on hBW.4(z+) and
for each OUtPUt S|g_nall, th? be$t gand|date Is selected accor E’]EA(x—) are selected, and is calculated b)} incrementally
to the following criteria (in priority order). deriving the new SG af:[er signal insertion,

1) At least one of thef{;(X) decomposed functions must ag an example consider the SG of Fig. 5(c) and the in-
be speed-independent. This means that at least one n@Wion of a new signalz for the functionz = ¢ + d.
signal that contributes to decompose an output signglyalid SIP set for ER4(z+) would be the set of states
can be inserted. _ {1100,0100, 1110,0110}, where the staté1100} is the input

2) The acknowledgment of the decomposed functions Mygirqer for the inserted function. A valid SIP set B8R4 (z—)
not increase the complexity of the implementation Qfouid be the set of statels001,0001}. With such insertion,

other signals (see Section V-C). . ER4(z+) would be acknowledged by the transities- and
3) Solutlons in whl_ch aIIHz;(X) decomposed functions arep R, (z—) by z—. However, this insertion is not unique. For
implementable in the library are preferred. the sake of simplicity, let us assume thatand d are also

4) Solutions in which the complexity of the largest nongyput signals. Then an insertion WiiR 4 (z+) = {1100}
implementable functionH;(.X') is minimized are pre- \yould also be valid. In that case, transition- would be
ferred. This criterion helps to balance the complexity Cﬁcknowledged by transitions— and d-+.
the decomposed functions and derive balanced tree-like

structures rather than linear orfes. o ) ) ) o
of the resulting implementation, since then keeping late arriving signals close

8Different criteria, of course, may be used when we also consider the detaythe output is generally useful and can require unbalanced trees.
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TABLE I
EXPERIMENTAL RESULTS
Circuit signals Siegel literals/latches CPU (s) Area non-Sl Area Sl
1/0 [16] old new old/new lib 1 lib 2 best 2 inp map best
chu 133 3/4 yes 12/1 10/2 2/4 224 216 216 216 208 208
chu 150 3/3 no 14/2 10/1 2/18 192 160 160 160 168 208
converta 2/3 no 12/3 8/3 2/14 352 312 312 216 224 216
dff 2/2 yes 12/2 0/2 4/1 144 96 96 88 88 88
drs 2/2 n.a. 0/2 n.a./7 112 112 112 80 80 80
ebergen 2/3 no 20/3 6/2 2/4 184 160 160 160 144 144
hazard 2/2 yes 12/2 0/2 1/1 144 120 104 104 104 104
half 2/2 no 2/2 6/2 1/4 184 184 184 154 154 154
mp-forward-pkt 3/5 yes 14/3 14/2 3/31 232 232 232 256 256 256
mrl 417 36/9 28/2 126/456 656 624 624 480 982 480
nak-pa 4/6 no 20/4 18/2 4/441 256 248 248 250 344 250
nowick 3/3 yes 16/1 16/2 3/170 248 248 248 232 256 232
rcv-setup 3/2 yes 10/1 8/1 2/10 120 120 120 136 128 128
sbuf-ram-write 5/7 no 2216 20/2 23/696 296 296 296 360 338 338
trimos-send 3/6 36/8 14/10 129/2071 576 480 480 786 684 684
vbe5b 3/3 no 10/2 10/2 1/10 208 216 208 202 224 202
vbe5c 3/3 no 4/3 4/3 1/12 160 160 160 178 208 178
Total 252/52 172/36  306/3960 4288 3984 3976 4058 4590 3902
D. Library Mapping Comparing with “Siegel,” the new method improves the

The logic decomposition of the noninput signals is conf€sults significantlly. Howe\'/er,' Boolean decompositior).does
pleted by a technology mapping step aimed at recoveriﬂ&t m_ake_ a t_anglble contribution to the decomposability of
area and delay based on a technology-dependent libraryll§f circuit, since all the reported examples were already
gates. These reductions are achieved by collapsing snffifomposable by using algebraic methods. Thus, we can
fanin gates into complex gates, provided that the gates &@Cl,Ud‘a, th"f‘t Boolean methods mainly affect the q”a"tY of
available in the library. The collapsing process is based on ¢ Circuits, in area and delay, whereas the method for signal
Boolean matching techniques proposed by Maikstoal. [11], msgonn with muIt|.p_Ie acknowledgment mainly contributes to
adapted to the existence of asynchronous memory elemédfifdl decomposability. _ _

and combinational feedback in speed-independent circuits TOWever, the improved results obtained by using Boolean

The overall technology mapping process has been eﬁicienm;ethods are paid in terms of a significant increase in CPU time

implemented based on the utilization of BDD's. (about one order of magnitu_de). This is the reason why some
of the examples presented in [7] have not been decomposed.
VI. EXPERIMENTAL RESULTS We are currently exploring ways to alleviate this problem by

finding new heuristics to solve BR’s efficiently.
A. Results in Decomposition and Technology Mapping

The method for logic decomposition presented in the pr&- The Cost of Speed Independence

vious sections has been implemented and applied t0 & set Ofpg second part of Table Il is an attempt to evaluate the cost
benchmarks. TTe_ resuﬂlts are shown in Table II. of preserving speed independence during the decomposition
The column “Siegel” reports the results from [16] on they 5y asynchronous circuit. The experiments have been done

decomposability of the benchmarks into two-input gates. Thg | lows. For each benchmark, the following script has been
columns “literals/latches” report the complexity of the circuity, in SIS using the librargsynch.genlib  : astg _to f:

derived afte_r logic decomposition into Mp-input gates. Thgyrce script.rugged - map. The resulting netlists
results obtained by the method presented in this paper ("newqgyig be considered a lower bound on the area of the cir-
are significantly better than those obtained by the metheit regardiess of its hazardous behavior, since the circuit

presented in [7] (“old”). Note that the library used for thgniy implements the correct function for each output signal
“new” experiments was deliberately restricted to D, Sr, and R§thout regard to hazardsScript.rugged is the best

latches, i.e., without C-elements that are not generally partig{own general-purpose optimization script for combinational
standard cell libraries. This improvement is mainly achievaggic. The columns labeled “lib 1" and “lib 2” refer to two

because of two reasons. different libraries, one biased toward using latches instead of
» The superiority of Boolean methods versus algebraggmbinational feedbackthe other one without any such bias.
methods for logic decomposition.
« The intensive use of different types of latches to imple-

¢ tial f fi d to the C-el thhis was chosen due to the common claim that a latch is more “robust,”
ment sequential tunctions compared to the L-e eme%.g., with respect to meta-stability, than an equivalent combinational standard

based implementation in [7]. cell plus an external feedback wire.



1234 IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN OF INTEGRATED CIRCUITS AND SYSTEMS, VOL. 18, NO. 9, SEPTEMBER 1999

The columns labele®! report the results obtained by the TABLE Il
method proposed in this paper. Two decomposition strategies SUBSTITUTION OF INPUT SIGNAL IN' BINATE FUNCTION
have been experimented before mapping the circuit onto the RFGy H(X,y) Value of = H(X.2)
library. in SG A

« Decompose all gates into two-input gatés ifp ). 0— 1 1 or 0 1

« Decompose only those gates that are not directly map- 8828 2 10 (;)rrol* f

pable into gates of the librarymap). 0011 0 Oor1 0

In both cases, decomposition and mapping preserve speed 0100 0 Oorl 0
independence, since we do not use gates (such as MUXes) that 9101 1 loror 1
may have a hazardous behavior when the select input changes. 811(1) i i Z: 8: i

There is no clear evidence that performing an aggressive
decomposition into two-input gates is always the best approach
for technology mapping. The insertion of multiple-fanoutndeed one should not completely rely, as earlier methods did,
signals offers opportunities to share logic in the circuit, but alssh the availability of C-elements in a conventional library.
precludes the mapper from taking advantage of the flexibility In the future we are planning to improve the BR solution al-
of mapping tree-like structures. This tradeoff must be bettgorithm, aimed at finding a set of optimal functions compatible
explored in forthcoming work. with a BR. This is essential in order to improve the CPU times
Looking at the best results for non-SI/SI implementationand synthesize successfully more complex specifications.
we can conclude that preserving speed independence does ngidditionally, the methods proposed in this paper and [8]
involve a significant overhead. In our experiments we havgve both been aimed at area minimization. The fact that both
shown that the reported area is similar. Some benchmarks weféthods generate several candidates for the decomposition
even more efficiently implemented by using the Sl-preserving each output signal suggests the possibility of defining a
decomposition. We believe that these improvements are duadpable cost function, trading-off area and delay, that could
the efficient mapping of functions into latches by using BR’$mprove the quality of the circuit according to the designer’s
preferences.

VII. CONCLUSIONS AND FUTURE WORK

In this paper we have shown a new solution to the problem APPENDIX
of multilevel logic synthesis and technology mapping for
asynchronous speed-independent circuits. The method consists Proof: (Lemma 2) )
of three major parts. Part 1 uses BR's to compute a set - Nordertoprove that SG'd’ = Ins(4, z = H(X,y))

of candidates for logic decomposition of the initial comple§lnd A" = Ins(A,z = H'(X,z)) are isomorphic under
gate circuit implementation. Thus each complex gatds COI"IdItIIO.n.S 1) and 2), we wil show_ that starting from// the
iteratively split into a two-input combinational or sequentiaﬁ""me initial state all the corresponding statesd6fand A"
gate@ available in the library and two gate$, and H, that ave the same set (_)f e_nabled S|gnals_. As the construction of
are simpler thar#”, while preserving the original behavior anoSG proceed/s by SVY/'tCh'ng enabled signals, the latter clearly
speed-independence of the circuit. The best candidatedfor means thatd” and A” have the same sets of states and arcs,

and H, are selected for the next step, providing the lowef:» ar€ isomorphic in the graph sense.

H H H H %Y I/
cost in terms of implementability and new signal insertion 1€ Only signal function that is different in and A™ is the

overhead. Part 2 of the method performs the actual insertionfB'f‘Ct'on for signalz. Therefore, to prove the isomorphism it

new signals fod; and/orH> into the state graph specification,' sufﬁmen/t to shoxv that enablings of signain all reachable
and resynthesizes logic from the latter. Thus parts 1 and 2 S/8tes 0f4” and A" are the same.
applied to each complex gate that cannot be mapped into th&-etus conS|der. all possmle combinations of vaIu%sRoF,
library. Finally, part 3 does library matching to recover ared’ andy/and the implied values foH (X, y), z and H'(X, 2)
and delay. This step can collapse into a larger library gate theSC - They are presented in Table IIl. Resume by cases.
simple two-input combinational gates (denoted abovedy 1) B =1, F = G =y = z (States = lzzz), where
that have been conservatively used in decomposing complex  stands for any value. Clearly, functiods(.X, y) and
gates. No violations of speed-independence can arise if the H’(X,z) will exhibit the same behavior in these states
matched gates are atomic. of SG A'.

This method improves significantly over previously known 2) s = 000z. Then bothH(X,y) and H'(X, z) will have
techniques [1], [8], [9]. This is due to the significantly larger value zero independent of
optimization space exploited by using 1) BR’s for decom- 3) s = 0010. The implied value forH (X, y) is one due to
position and 2) a broader class of latch&srurthermore, the Gy part. The implied value foe in SG A’ is either
the ability to implement sequential functions with SR and D 1 0Or O+. Let us consider the statel = 0011 adjacent

latches significantly improves the practicality of the method.  t0 s by signaly. In s1 H(X,y) = 0 and, therefore,
0H(X,y)/6y = 1 in both s and s1. Then according

10n fact, any sequential gate could be used, including, e.g., asymmetric C to Condition 1z must be stable irs. If z = 1 then
elements, the only limit being the size of the space to be explored. HX,y) = H(X,z) = L
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4) s = 0011. In this statez is stable (see the consideration [5]
above) and thereforé (X,y) = H'(X,z) = 0.

For states 0100 and 0101 we can apply considerations
similar to 3) and 4). [6]
s = 0110. The implied value forH(X,y) is 1. The
implied value forz in SG A’ is either 1 or0+. s € 7
F x G x R, then according to Condition 2 must be at
stable 1. In such casH(X,y) = H'(X,z) = 1.

7) s = 0111. Similar to 6). 8]

Hence, by exhaustive consideration of all possible cases we
can conclude that when Conditions (1) and (2) are satisfied
the values ofH(X,y) and H'(X, ») coincide. This ensures
the same enablings of signalin the states ofd’ and A”.
Therefore A’ and A” are isomorphic.

< . Let us consider the consequences of violations @f1]
Condition 1) or 2).

1) Assume that Condition 1) is violated. Then in the origingh »;
SG A there exist two statesl and s2 that are different
only in the value of signaly and at least for one of them [13]
6H(X,y)/oy-S* =1.le.,forsle.g., 6H(X,y)/éy =1and [14
sl € ERa(z+) (the casesl € ER4(z—) is similar). From
SH(X,y)/éy = 1 it follows that in s1 the value of function
R (H(X,y) = F'y+ Gy + R) should be 0, while one of the
functions /" or GG is at 1.

From s1 € ERs(z+) it follows that in SG A’
Ins(A,z = H(X,y)) there exist two statesl’ and s1”
which correspond te1 and such that1’=% s1”. In both these [17]
states the value of functions, G, and R is the same because
z is the only signal which is changed a#d G, and R does
not depend orx. This means thatl (X, y) also has the same
value in both statesl’ and s1”.

Let us consider stated’ andsl1” in SG A” = Ins(A,z =
H'(X,z)). FromH'(X, z) = 2(F + G) + R it follows that
H'(X,z) has different values i1’ and s1” because of the
change of signak. Hence, in the corresponding statesAjf
and A” the functionsH (X, y) and H'(X, =) have different
values that lead to different enablings of signah them. We
can conclude thatl’ and A” are not isomorphic.

2) Assume that Condition 2) is violated. Then in thd??
original SG A there exists states € ER4(z+) and F x
G+ R = 1in s. s corresponds to stateg and s” in SG
A’ = Ins(A, z = H(X,y)) wheres'=% s In both these states
H(X,y) has the same value, whil#’(X, 2) has different
values. Arguments similar to those used in the previous case
prove thatA’ and A” are not isomorphic.

5)

6)

[10]

(18]

[16]

(18]
[19]

[20]

[21]
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