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a b s t r a c t 

In developing economies agriculture and farming play crucial roles for economic sustainable develop- 

ment. Farmer credit risk evaluation is an important issue when determining financial support to farm- 

ers, improving agricultural supply chain performance, and ensuring profitability of financial institutions. 

Credit risk evaluation, or creditworthiness, is not a trivial exercise due to various complexities. Honor- 

ing complexity is necessary to effectively evaluate and predict farmer creditworthiness. A methodology 

using fuzzy rough-set theory and fuzzy C-means clustering is used to evaluate and investigate the com- 

plex relationships between farmer characteristics, competitive environmental factors, and farmer credit 

level. The methodology is detailed using actual bank data from 2044 farmers within China. This empir- 

ical methodology generates decision rules that provide insight to more complex relationships than can 

be found through standard econometric multivariate approaches. A rule-based methodological outcome 

can be used to predict the creditworthiness of farmers and to aid in agricultural loan decision making. 

Prediction accuracy of the rule-base was 81.16%. A central finding is that education and skills related 

characteristics are important for determining farmer credit-worthiness. Other implications are presented 

along with study limitations and future research directions. 

© 2018 Elsevier Ltd. All rights reserved. 
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1. Introduction 

China feeds 21% of the world’s population using 7% of the

world’s arable farmlands [55] . The Chinese central government, in

publically available documents from 2004 to 2015, has reinforced

the importance of agriculture, with the countryside and farmers

receiving much of the spotlight in terms of criticality to China’s

development [24] . Even though 64.7% of the population in China

is rural and agricultural they possess less than 20% of the entire

wealth in China [23] . In order to realize a sustainable and equitable

society as set by the Chinese government, increasing the wealth of

farmers and modernizing villages is paramount. An important and

prominent problem is the disconnect and difficulty in managing

the relationship between agricultural and financial lending policies.

Farmer credit is necessary for access to working capital and

credit loans offered by financial institutions [75] . Finances are

important for basic stocks, but are also needed for farming

modernization through introduction of advanced agricultural tech-

nologies, to build inherent flexibilities and enhance the ability to
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ope with risks. For these reasons farmer credit is a matter for

conomic sustainable development and poverty reduction in many

eveloping countries [75] . Bank and financial credit in emerging

ations, especially at the “bottom of the pyramid” has started to

ain in importance, as exemplified by the Grameen Bank, which

as focused on providing microfinance for poor Bangladeshis and

as successfully helped millions of poor Bangladeshis overcome

overty [56] . Farmer credit practices can be informal which may

esult in corruptive, predatory and exploitative practices [39] . A

ast majority of Chinese farmers are arguably members of this

ottom of the pyramid. 

Given the importance of bank credit in emerging economies,

specially those that have significant rural and agricultural pop-

lations, credit evaluation remains a complex activity [35] . This

omplex activity requires large amounts data and a relatively com-

lex evaluation process. This complexity is magnified by farmers’

haracteristics and contextual environmental factors, with interac-

ions and relationships amongst factors needing to be considered.

s complexity increases, the ability to use information to evaluate

nd predict credit level becomes more difficult. Having ways

o reduce this complexity and providing clarity to both farmers

nd lenders may greatly enhance the process, lessening risk and

mproving fair practices. Understanding the factors that most con-

ribute to successful loans can help financial institutions identify
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reditworthy applicants. It will also help farmers focus on those

haracteristics that allow them to be successful in paying off loans,

hich implies economic success of their farms. It will also ben-

fit governmental agencies and policy makers by supporting the

actors that can lead to economically successful farmers, allowing

hem to pursue policies to buttress farmers from financial risks. 

A comprehensive evaluation of farmer credit policies and

ractices can provide insights to manage social sustainability in

grarian regions of emerging economies. Using financial informa-

ion from bank lenders to farmers, this study seeks to determine

hich farmer characteristics and what contextual environmental

actors will lead to good or bad credit for farmers. A formal

ethodology can help this process by helping to address and

dentify complexity and provide a general evaluation system. This

aper introduces a methodology to identify various relationships,

ules, among farmers’ characteristics and environmental factors

nd creditworthiness of farmers. 

In this paper fuzzy C-means (FCM) is used to discretize continu-

us data, making the data amenable to rough set theory [41,42,57] .

ependency degrees, which rely on fuzzy rough set theory (FRST),

re used to identify a usable subset of farmer characteristics

nd environmental factors for creditworthiness with minimal

nformation loss. Using actual loan data from a large bank, rough

et theory (RST) is used with Boolean algebra to arrive at rules of

arious relationships between the conditional attributes (farmer

haracteristics and environmental factors) and creditworthiness.

ules that will aid farmers, financial institutions, and governmental

gencies support improved access and quality of credit decisions. 

The contribution of this paper includes the development of a

ew integrative methodology that combines FRST and FCM. An-

ther contribution is developing insights and relevance of complex

elationships between farmer characteristics, contextual environ-

ental factors and creditworthiness in China. More broadly, this

tudy provides initial evidence and relationships for generalized

valuation mechanisms (rules) for financial institutions to predict

reditworthiness of farmers. This study also addresses some of the

ethodological issues facing previous techniques applied to credit

valuation, especially correlative econometric models. For exam-

le, the proposed methodology addresses complex relationships of

ndicators, such as interactions amongst factors; easing parametric

ssumptions; allowance of equifinality and non-linearity of rela-

ionships, all which limit the application and predictive power of

revious techniques. 

The remainder of this paper begins with a literature review

o help set the study’s theoretical and practical foundation.

ection 3 introduces the joint FRST and FCM methodology. The

ombined methodology is applied to data from one of China’s

argest banks and evaluates farmer creditworthiness from a large

ata perspective in Section 4 . Managerial, policy and research

mplications of the empirical study and methodology are discussed

n Section 5 . In the final section, a conclusion with limitations and

uture research directions, is introduced. 

. Background 

.1. Credit evaluation and its complexity 

Credit evaluation by financial institutions is used to mea-

ure the ability of a borrower to repay their proposed obligation,

amely the credit and the interest earned on the credit [73] . Credit

isk and credit worthiness rating is a multidimensional, and of-

entimes, complex decision-making problem [22,44] . During years

mmediately preceding the financial crisis of 2008, the rating agen-

ies credit rating models (such as Moody’s and Standard and Poor’s

S&P)) were biased toward granting higher ratings than merited in

rder to compete for revenues from debtors, who pay to be rated;
hese inflated ratings resulted in enormous risks and losses [19,54] .

uring this period banks provided easy credit even for those appli-

ants who were deemed non-creditworthy. After the crisis, banks

nd loan institutions tightened their requirements to new levels of

redit austerity especially for smaller enterprises and individuals. 

Some commonalities and differences exist amongst the various

xisting crediting systems. The three major rating agencies S&P,

oody, and Fitch, established corporate customer credit rating sys-

ems [53,68,34] . Fair Isaac Company’s (FICO) credit rating systems

valuate customer credit status from at least five aspects, such as

ength of customer’s building credit time and historical records of

ustomers’ paying credit [32] . Small and medium sized customer

redit ratings may also be evaluated using the “5C principle”:

haracter, Capital, Capacity, Collateral and Condition of Business

70] . In China the microfinance credit rating systems for customers

f the Industrial and Commercial Bank of China includes asset-

iability ratios and other indicators [43] . The credit rating system

or farmers of the Postal Savings Bank of China considers four

actors, i.e. repayment willingness, solvency, basic situation and

peration capacity [60] . The Agricultural Bank of China established

 credit rating system for farmers that include factors such as

iving status, the main business income debt ratio and other

ndicators [3] . Credit rating systems also exist for other commer-

ial banks, for example the Rural Credit Cooperatives of Sichuan

rovince and Pudong Development Bank credit systems [28,30,62] .

Countries and banks typically use varying credit evaluation sys-

ems; the variety of these credit evaluation systems is still expand-

ng. Banks need to invest significant labor and resources for col-

ecting these large volumes and high varieties of data. Determining

ata attributes that are useful or useless (redundant), is still a con-

ern. Credit evaluation is complex making it difficult to effectively

ssess borrower creditworthiness. However, significant aspects 

f this complexity are omitted in standard discriminatory and

redictive approaches such as multiple regression techniques [33] . 

Complexity in credit evaluation is exemplified by large attribute

nd data quantities, non-linear relationships among attributes or

bjects, and credit result unpredictability. Complexity includes the

haracteristic of the evaluation process as an open system, which

s prone to the impact of various contextual environmental factors.

econd, complexity is non-linear in that small changes in one

haracteristic or environmental factor of the credit system may

ot necessarily lead to correspondingly linear changes in other

actors. Third, complexity includes interdependencies that may not

e easily captured by regression and optimization models; making

he relationships even less direct and less linear. Fourth, complex-

ty can result from uncertainty (unpredictability). Credit prediction

ncertainty sources include insufficient information, redundant

nformation, information uncertainty, and dynamic decision en-

ironments. Given this credit system complexity, the difficulty in

redicting the creditworthiness level of loan recipients increases. 

.2. Credit evaluation methods 

Credit risk evaluation should be able to classify applicants as

hose with ‘good credit’ who repay on time and those with ‘bad

redit’ who default. In a review of 214 studies on credit evaluation,

bdou and Pointon [1] determined that there is no best approach

or establishing credit scoring models. They affirmed that no best

odel for all circumstances exists. 

The main credit evaluation methods can be divided into

hree categories. The first category represents credit rating ap-

roaches relying on parametric methods associated with regression

nd econometrics techniques, such as statistical discrimination

echniques [5] , linear discriminant analysis [31,48,66] , multiple

iscriminant analysis [20] , logistic regression analysis [45] , and

ultinomial regression models [46] . These credit rating models
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use stochastic probability approaches to describe debtor’s probabil-

ity of credit rating change [38] , or to measure default probability

[29] . These variants of econometrically based models, fall into

many of the problems associated with correlative-based regression

models such as the concerns of non-linearity, lack of equifinality,

parametric underlying assumptions, and multiple interactions. 

The second category of credit rating models is based on artifi-

cial intelligence methods. Although there is a wealth of research

proposing credit evaluation based on parametric methods, re-

searchers suggest that artificial intelligence approaches have better

performance in credit rating [2,21] . For example, Malhotra and

Malhotra [49] compared the performance of neural networks and

multiple discriminant analysis (MDA) in identifying good loan

applicants. They found that the neural network credit evaluation

model performed better than the MDA model. 

Moula et al. [52] measured customers’ credit default risk by

using six different methods. The empirical study showed that the

proposed support vector machine (SVM) model was superior to

classification and regression tree (CART) with discriminant analysis

(DA), and more robust than the other approaches, i.e. logistic

regression (LR), multilayer perceptron (MLP), and radial basis func-

tion (RBF). Xia et al. [71] built a credit rating model by combining

boosted decision tree and Bayesian hyper-parameter optimization

approaches. Bayesian models [18] , similar to other stochastic

approaches, have difficulty in identifying data parameters and

complex interactions. Tools such as fuzzy neuro-nets [4] , evolu-

tionary computing [50] and learning algorithms [74] continue to

be investigated in credit risk assessment. These credit evaluation

approaches do not take into account indicator multicollinearity,

which leaves larger data sets and redundant indicators. Larger data

or redundant indicators increase the time complexity for calcula-

tion and even have an impact on the final credit rating results. 

Third, nonparametric models are another classifier for credit

risk evaluation. Compared with conventional methods such as

multiple discriminant analysis (MDA), logistic regression analysis

(LRA), and neural networks (NN) for applicant default recognition,

which require extra a priori information; data envelopment anal-

ysis (DEA) as a credit evaluation model can calculate applicant’s

credit score by using ex-post information [51] . A number of

other tools, including multi-attribute and fuzzy non-parametric

techniques have also been applied in this area. Xu and Zhang

[72] proposed a credit evaluation method by combining the ana-

lytic hierarchy process (AHP) and the set pair analysis (SPA). Fuzzy

approach and expert systems are also important for credit rating

[25,37,64,40] . Chi and Zhang [27] developed a nonparametric credit

risk evaluation model based on the rank sum test and entropy

weight. The analysis results showed that the proposed model

could avoid the assumption of normality (and other distributional

requirements) associated with other credit rating methods. These

credit rating methods do not consider the complexity and relation-

ships associated with indicator development, such as interactions

amongst factors and non-configurational methods. Therefore, the

applicability of these techniques is limited. 

The drawbacks of existing approaches and studies lie along

four dimensions. First, many of these credit rating system tech-

niques do not consider microfinance issues faced by farmers,

especially in emerging economies such as China; this is more of a

limitation of previous study focus rather than the methodological

techniques. Second, most works did not identify the key indicators

that significantly influence the credit default based on farmers’

real credit data. Many of the rating systems fail to analyze the

complex relationships amongst factors including farmer basic

environmental factors, operations capacity, guarantee and joint

guarantees, and macro environmental contextual issues. Third,

existing credit evaluation approaches do not take into account the

reduction of indicators and reduction of data magnitude. Larger
ata or redundant data sets consume more time and resources;

uch of this data does not impact the final results. Fourth, the

ethodological issues related to complexity and relationships to

ndicator development, such as interactions amongst factors, para-

etric assumptions, consideration of equifinality, and non-linearity

f relationships, or non-configurational approaches, limit the ap-

lication of these techniques. We address many of these concerns

n this study and introduce techniques that can address these

ethodological and modeling issues in this new study setting. 

. Fuzzy rough set (FRS) and fuzzy C-means (FCM) applicability 

In light of above gaps, the purpose of this paper is to build

 credit evaluation methodology using fuzzy rough-set theory

nd fuzzy C-means clustering to evaluate and investigate the

omplex relationships between farmer characteristics, competitive

nvironmental factors and farmer credit level. 

RST is capable of addressing a variety of complexities either

s a standalone tool or as a complement to other techniques [10] .

irst, attribute reduction is a major RST methodological application

hat can be used to address large attribute and data quantity com-

lexity characteristics. Second, rough set techniques can determine

elationships related to creditworthiness evaluation. Relationships

mongst variables include complex relationships and interactions

esulting in non-linear relationships. The non-parametric aspects

f this technique do not require a priori distribution characteristics

or determining these relationships, providing expanded applicabil-

ty. Third, rules generation from RST can be used to address credit

ystems unpredictability complexities. For example, RST decision

ules can be generated to determine and identify which attributes

elate to performance outcomes [7] . RST has been utilized in

arious fields, including credit risk for financial information,

ustainable and green supply chain management, and other oper-

tions management concerns [11,14,17,59,63,69] . Fuzzy Rough Set

FRS) is an extension of RST based on measures of inclusion and

as greater flexibility in what variables can be included in an anal-

sis when compared to basic rough set [12] . Thus, FRS is adopted

o evaluate and mitigate various credit system complexities. 

Even though a variety of other techniques could have been

elected for this relationship evaluation, such as regression or

uzzy systems [9] , the main advantage of rough set theory, as

tipulated above, is no requirement for parametric assumptions

r additional information about data such as possibility values

sed in fuzzy set theory [7] . However, rough set cannot effectively

ntegrate continuous numeric data. Fuzzy C-means can be used to

ffectively discretize continuous data, making the data amenable

o rough set theory [8,42] . The FCM algorithm can also classify

he data objects by grouping similar objects into the specified

uantity clusters. Traditional hard clustering requires well-defined

oundaries between clusters, which is not the characteristic of

ost real world applications. Appendix A provides additional the

CM methodology detail. 

The strict classification of rough set is not suitable for direct

pplication of large data, thus there is a need to improve the

lassification (lower and upper set) of rough sets to fuzzy rough

et based on an inclusion threshold value. This classification

llows for flexibility and ambiguity (fuzziness). This joint FRS/FCM

ethodology is used to evaluate farmer creditworthiness within

hina. 

. Identifying relationships to farmer creditworthiness 

A multistep FRS/FCM methodology to investigate the complex

elationships between various demographic farmer characteristic

actors, environmental contextual factors, and creditworthiness
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Table 1 

Original information table for evaluation of farmers creditworthiness level. 

Farmers Basic situation Operation capacity Willingness of repayment Guarantee and joint guarantee Macro environment Creditworthiness level 

Age Education … Skills Status … Living Status … Whether or Not to Have 

Guarantee 

… Net Per Capita 

Income 

…

Farmer 01 57 5 … 3 … 1 … 0 … 3502.9 … 1 

Farmer 02 38 3 … 4 … 1 … 1 … 4121.21 … 2 

Farmer 03 40 6 … 3 … 1 … 0 … 3502.9 … 1 

Farmer 04 40 4 … 4 … 1 … 1 … 4121.21 … 1 

Farmer 05 51 4 … 3 … 1 … 0 … 4795.46 … 1 

Farmer 06 33 3 … 2 … 1 … 1 … 9257.93 … 2 

Farmer 07 42 2 … 3 … 1 … 0 … 3502.9 … 2 

… … … … … … … … … … … … …

Farmer 2044 24 4 … 4 … 1 … 1 … 7356.47 … 4 
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evels is now presented. There are 10 steps in this methodology

ith commensurate study results presented at each stage. 

Step 1: Collect and Screen Data 

For this study data are collected and screened from a Chinese

tate-owned commercial bank. The bank has over 39,0 0 0 business

utlets, with more than 70% of its business outlets located in

ural regions representing the broadest geographic dispersion of

ny bank within China. The case study bank saw the largest loan

rowth amongst Chinese banking institutions. Loans of 198.6 bil-

ion RMB occurred in 2012, increasing at a 25% rate, and benefiting

.2 million agricultural households [61] . 

The study sample included bank supplied data for all 2044

armer loans that were due on October 9, 2009 [26] . For this data

et, the maximum loan amount is 20 0,0 0 0 Yuan (approximately

SD31,0 0 0 or 6.5 Yuan for each U.S. Dollar), and the minimum loan

mount is 10,0 0 0 Yuan. Data quality verification was completed

y comparing data sets to the bank’s credit information system.

he 2044 farmer samples included 28 provincial administrative re-

ions in China, summarized in Appendix B . This sample covers al-

ost all the administrative provinces in the eastern, central and

estern regions of China to providing geographic data diversity.

his broad nation-level dispersion allows for identifying regional

acro-economic (environmental contextual) factors on farmers’

redit risk. This final information system has no missing data. 

The 2044 farmers have 43 conditional attributes (character-

stics) A = { a j , j = 1, 2, 3, …, 43} each, as shown in Appendix C .

he conditional attributes include five categories: basic situation,

peration capacity, willingness of repayment, guarantee and joint

uarantee, and macro environment. Using a number of banking

perations experts currently working as loan officers in banks 1 an

utcome value D is determined . D is the creditworthiness valuation

utcome, a proxy for creditworthiness, and is assigned one of four

evels (1-Very Low Creditworthiness, 2-Low Creditworthiness, 3-

igh Creditworthiness, and 4-Very High Creditworthiness) . Due to

imited space, Table 1 summarizes the data (information system). 

Step 2: Clustering Objects using the Fuzzy C-Means (FCM)

Algorithm 

The data includes continuous variables and variables that have

 large range of values (i.e. greater than five values). To use the

RS approach more efficiently, the data needs to be discretized.

CM is used to discretize the continuous data and data with large

anges, such as age. Discretization occurred for each of the 2044

armers and each numerical conditional attribute. Initial values

or the clusters ( c ) are set to 5 (Very High, High, Medium, Low,
1 Input from managers and economists at the Postal Savings Bank of China 

PSBC), the China Banking Regulatory Commission (CBRC), and the Dalian Branch of 

hina Banking Regulatory Commission (DBCBRC) were utilized to determine rank- 

ngs. This group included three executives from the risk management departments. 

n total, values were aggregated from 17 experts from the three banking institu- 

ions. 

i

 

 

l

ery Low) for each numerical conditional attribute; the order of

uzziness ( m ) is set to 2. 

Farmers are assigned to each numerical conditional attribute

y using the fuzzy memberships of the FCM algorithm. This step

s completed by utilizing expressions ( A1 ) to ( A6 ). After FCM

lustering, each farmer will be associated with a membership

alue u ik for each cluster. These degrees of membership have

alues in the range [0, 1]. Higher values indicate greater strength

f the association between that object and a particular cluster. 

Second, a farmer is assigned to a cluster for which it has the

ighest membership value. In the empirical case, for example

he membership value of Farmer 01 for the five Age _clusters are

3.46%, 3.64%, 1.54%, 0.85%, and 0.50% respectively; thus Farmer

1 is best assigned to Age _Very High (5) . Table 2 shows cluster

esults for all farmers and attributes. This information from across

ll 2044 farmers will be used to reduce attributes using FRS that

ill be used to generate the core attributes set for given farmers’

haracteristics and environmental factors. 

Step 3: Compute Farmers’ Conditional Relations for Each

Conditional Attribute 

The conditional relations between each of the farmers on

ach of the conditional attributes is now determined. Farmers

onditional relations are used to group sets of farmers based on

imilarity or indistinguishability relationships. This initial calcula-

ion will result in forty-three 2044 × 2044 conditional relational

atrices, because each attribute will be evaluated separately, and

here are forty-three attributes. The conditional relational matrix

or conditional attribute a is defined as: 

 a (N) = ( r i j ) n ×n , where r i j = 

{
1 , x i = x j , 
0 , otherwise. 

(1) 

For the conditional attribute Age we know that r 12 = r 21 = 0

ecause x 1 � = x 2 . An abridged version M Age (2044) = ( r i j ) 2044 ∗2044 is

hown in Table 3 . 

Step 4: Compute Farmers Decision Relation for Each Outcome

Attribute 

This step calculates the decision relational matrix for the

armers who have the same creditworthiness level score, M 

D 
a (N) ,

sing expression (2) to populate the matrix. 

 

D 
a (N) = ( r i j ) n ×n ; where r i j = 

{
1 , x i = x j , D i = D j 

0 , otherwise. 
(2) 

For our example from the last column of Table 2 , Farmer 03

nd Farmer 04 both have creditworthiness valuation D = 1. Thus

 34 = r 43 = 1 . An abridged relational matrix M 

D 
Age 

(2044) is shown

n Table 4 . 

Step 5: Determine the Inclusion and Lower Rough Sets for

Each Conditional Attribute. 

There are four sub-steps in this step to derive the inclusion and

ower rough set for each conditional attribute. 
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Table 2 

Clustered information table for evaluation of farmers creditworthiness level. 

Farmers Basic situation Operation capacity Willingness of 

repayment 

Guarantee and joint 

guarantee 

Macro environment Credit level 

Age Education … Skills status … Living status … Whether or not to 

have guarantee 

… Per capita income …

Farmer 01 5 2 … 3 … 5 … 2 … 1 … 1 

Farmer 02 2 4 … 2 … 5 … 1 … 1 … 2 

Farmer 03 2 1 … 3 … 5 … 2 … 1 … 1 

Farmer 04 2 3 … 2 … 5 … 1 … 1 … 1 

Farmer 05 4 3 … 3 … 5 … 2 … 2 … 1 

Farmer 06 1 4 … 4 … 5 … 1 … 5 … 2 

Farmer 07 3 5 … 3 … 5 … 2 … 1 … 2 

… … … … … … … … … … … … …

Farmer 2044 1 3 … 2 … 5 … 1 … 5 … 4 

Table 3 

The conditional relation matrix for the age characteristic attribute between farmers’ clustered scores. 

Farmers Farmer 01 Farmer 02 Farmer 03 Farmer 04 Farmer 05 Farmer 06 Farmer 07 Farmer 08 Farmer 09 Farmer 10 … Farmer 2044 δAge ( x i ) 

Farmer 01 1 0 0 0 0 0 0 0 0 0 … 0 133 

Farmer 02 0 1 1 1 0 0 0 0 0 0 … 0 445 

Farmer 03 0 1 1 1 0 0 0 0 0 0 … 0 445 

Farmer 04 0 1 1 1 0 0 0 0 0 0 … 0 445 

Farmer 05 0 0 0 0 1 0 0 0 0 0 … 0 365 

Farmer 06 0 0 0 0 0 1 0 0 1 0 … 1 561 

Farmer 07 0 0 0 0 0 0 1 1 0 1 … 0 540 

Farmer 08 0 0 0 0 0 0 1 1 0 1 … 0 540 

Farmer 09 0 0 0 0 0 1 0 0 1 0 … 1 561 

Farmer 10 0 0 0 0 0 0 1 1 0 1 … 0 540 

… … … … … … … … … … … … … …

Farmer 2044 0 0 0 0 0 1 0 0 1 0 … 1 561 

Table 4 

The decisional relation matrix and information granules for each farmer for the age characteristic attribute and D farme r i creditworthiness level. 

Farmers Farmer 01 Farmer 02 Farmer 03 Farmer 04 Farmer 05 Farmer 06 Farmer 07 Farmer 08 Farmer 09 Farmer10 … Farmer 2044 δD 
Age 

( x i ) I ( δ( x i ), X ) 

Farmer 01 1 0 0 0 0 0 0 0 0 0 … 0 95 71.4% 

Farmer 02 0 1 0 0 0 0 0 0 0 0 … 0 133 29.9% 

Farmer 03 0 0 1 1 0 0 0 0 0 0 … 0 278 62.5% 

Farmer 04 0 0 1 1 0 0 0 0 0 0 … 0 278 62.5% 

Farmer 05 0 0 0 0 1 0 0 0 0 0 … 0 111 30.4% 

Farmer 06 0 0 0 0 0 1 0 0 1 0 … 0 166 29.6% 

Farmer 07 0 0 0 0 0 0 1 0 0 1 … 0 168 31.1% 

Farmer 08 0 0 0 0 0 0 0 1 0 0 … 0 290 53.7% 

Farmer 09 0 0 0 0 0 1 0 0 1 0 … 0 166 29.6% 

Farmer 10 0 0 0 0 0 0 1 0 0 1 … 0 168 31.1% 

… … … … … … … … … … … … … … …

Farmer 2044 0 0 0 0 0 0 0 0 0 0 … 1 348 62.0% 
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Sub-step 1: Compute the information granule ( [ x i ] 
a 
R 

) for each

farmer for the given conditional attribute a . For example we can

compute [ F ar mer 01] 
Age 
R 

from Table 3 by simply summing the

values in the Farmer 01 row [ F ar mer 01] 
Age 
R 

= 133. The information

granule of Farmer 01 represents the number of farmers who have

the same conditional attribute value. 

Sub-step 2: Determine the information granule for a given

Farmer i , a conditional attribute a and creditworthiness valuation

D . Illustratively, we seek the information granule for the Age char-

acteristic and the creditworthiness level of D F arme r i . In other words,

this step is completed by summing the rows of M 

D 
Age 

(2044) . Thus

[ F ar mer 01] 
Age & D =1 
R 

= 95. 

Sub-step 3: Determine the measure of inclusion, I([ x i ] 
a 
R 
, X ) , for

each Farmer I using expression (3) . 

I(A, B ) = 

| A ∩ B | 
| A | , wher e A � = ∅ . (3)

where | ∗| is the cardinality of a set ∗. 

For Farmer 01 the numerator will be δD =1 
Age 

(F ar mer 01) while the

denominator is [ F ar mer 01] 
Age 
R 

. That is, for Farmer 01 there are 94

other farmers with creditworthiness valuation D = 1 and 39 addi-

tional farmers whose creditworthiness valuation is D � = 1. Thus, the

characteristic of inclusion, I([ F ar mer 01] 
Age 
R 

, X D =1 ) = 95/133 = 71.4%.
he last column of Table 4 shows the degree of inclusion for each

armer. 

Sub-step 4: Determine the lower approximations for a given

egree of inclusion, each Farmer , and the selected inclusion

hreshold value k using expression (4) . 

 

k X = { x i | I([ x i ] 
a 
R , X ) ≥ k, x i ∈ U} , (4)

here 1 ≥ k ≥ 0.5. 

For this case the initial setting is k = 0.70. That is, when the

egree of inclusion for a given Farmer has I ( δa ( x i ), X ) ≥ 0.70,

his given Farmer will be included in the lower approximations.

able 4 shows that Farmer 01 with an inclusion value of 71.4%

eans Farmer 01 ∈ POS Age ( D ). For this study, the number of farmers

ho meet the threshold value is | POS Age ( D )| = 95. 

Step 6: Compute the Dependency Degree. 

For each a j ∈ A , expression (5) is used to calculate the depen-

ency degree for each creditworthiness valuate score ( D ) on a con-

itional attribute ( a j ). This dependency degree is used to eliminate

nimportant attributes and determine the information significance

or each remaining conditional attribute in the Step 7. 

a (D ) = 

| P O S a (D ) | 
| U| (5)
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Table 5 

The core attributes reduction process. 

Characteristic attributes Dependency degree Atr (Dependency) Atr (Redundancy) Information significance Atr (Significance) 

Age 4.7% Keep Keep 1.77% Keep 

Education 78.2% Keep Keep 29.38% Keep 

Marital Status 0.0% Delete 

Gender 0.0% Delete 

Family Size 0.0% Delete 

Labor Forces 0.0% Delete 

Family Size/Labor Forces 16.1% Keep Keep 6.05% Keep 

Dependent Population 16.2% Keep Delete 

Loan Purpose 0.0% Delete 

Own House Value 1.9% Keep Delete 

House Value 2.5% Keep Keep 0.94% Delete 

Skills Status 60.2% Keep Keep 22.61% Keep 

Net Business Income 2.2% Keep Delete 

Net Income Per Year Per Capita GDP a 0.3% Keep Keep 0.11% Delete 

Net Income 4.1% Keep Keep 1.54% Keep 

Daily Living Expenses 0.0% Delete 

Total Expenses 5.5% Keep Keep 2.07% Keep 

Expenses/Income 0.0% Delete 

Total Property 3.9% Keep Keep 1.47% Keep 

Agricultural Net Income 0.7% Keep Keep 0.26% Delete 

Agricultural Production Income 1.5% Keep Keep 0.56% Delete 

Agricultural Production Expenses 2.4% Keep Delete 

The Proportion of Non-agricultural Income 25.5% Keep Keep 9.58% Keep 

Children’s Education Spending 26.3% Keep Keep 9.88% Keep 

Living Status 1.1% Keep Delete 

Living Stability 0.2% Keep Keep 0.08% Delete 

Amounts of Unpaid Loans 0.0% Delete 

Whether or Not to Have Unpaid Loan 0.0% Delete 

Deposit in Bank 0.1% Keep Delete 

Whether or Not to Have Private Loan 0.0% Delete 

Default or Not 0.5% Keep Delete 

Number of Historical Apply Loan 0.1% Keep Delete 

Loaning Records 0.5% Keep Delete 

Whether or Not to Have Guarantee 0.0% Delete 

Power of Guarantor 0.5% Keep Keep 0.19% Delete 

Whether or Not to Have Joint Guarantee 0.0% Delete 

The Relationship of Joint Guarantee Member 0.0% Delete 

Net Per Capita Income 7.9% Keep Keep 2.91% Keep 

Per Capita Agricultural Output Value 4.1% Keep Keep 1.54% Keep 

Regional GDP Growth Rate 0.1% Keep Keep 0.04% Delete 

Consumer Price Index 0.0% Delete 

Savings Deposit Balance 0.0% Delete 

Engel Coefficient b 23.9% Keep Keep 8.98% Keep 

a GDP (Gross domestic product) is a monetary measure of the market value of all final goods and services produced in a period (quarterly or yearly) of time. 
b The Engel Coefficient is defined as the proportion of total food expenditure to total personal consumption expenditure. This indicator shows that as income rise 

the proportion of income spent on food falls, even if absolute expenditure on food rises. 

w  

a

 

|  

o  

t  

9

 

i  

T

 

 

b  

t  

i

 

t

I

w  

i  

m  

t  

m

 

t

I

w  

a  

a

 

f  

(

S  

 

d  

a  
here POS a ( D ) is the lower approximation for the outcome

ttributes D based on the attribute a. 

From the results in step 5, we can see the numerator,

 POS Age ( D )|, has a value of 95 farmers who meet the thresh-

ld value of k = 0.70. For Age , the dependency degree of D on

he Age characteristic attribute is: γAge (D 1) = | P O S Age (D ) | / | U| =
5 / 2044 = 0 . 047 = 4 . 7% 

The remaining dependency degrees for each of the character-

stic, conditional, attributes in this study data set are shown in

able 5 . 

Step 7: Determine the Similarity and Information Significance

between Pairs of Conditional Attributes 

In this step, information redundancy (correlation and overlap)

etween every pair of conditional attributes is determined. That is,

he similarity of two conditional attributes a j and a l is determined

n three sub-steps. 

First, expression (6) is used to determine the information con-

ent, or information entropy, across an attribute ( a j ) [47,65,67] . 

C ( a j ) = 1 − 1 

| U | 2 
| U | ∑ 

i =1 

| X 

a j 
i 

| (6) 
here IC ( a j ) is the information content for an attribute ( a j ). | U |

s the cardinality of the universe of farmers. | X a j 
i 

| is the infor-

ation granule of farmers with similar attributes levels across

he attribute ( a j ) for Farmer i . It is also defined as the number of

embers within the attribute ( a j ) for Farmer i . 

Second, expression (7) is used to determine the joint informa-

ion content between an attribute ( a j ) and another attribute ( a l ). 

C ( a j & a l ) = 1 − 1 

| U | 2 
| U | ∑ 

i =1 

| X 

a j & a l 
i 

| (7) 

here IC ( a j & a l ) is the information content for two attributes ( a j )

nd ( a l ). | X a j & a l i 
| is the information granule of farmers with similar

ttributes levels across two attributes ( a j ) and ( a l ) for Farmer i . 

Third, expression (8) is used to determine the incremental in-

ormation content of attribute ( a j ) when compared to an attribute

 a l ). 

ig ( a j , a l ) = I C ( a j & a l ) − I C ( a l ) (8)

The greater the increment information content, the greater the

ifference between attributes ( a j ) and ( a l ), which denotes that

ttribute ( a l ) can provide different information than attribute ( a j ).
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Smaller incremental information content, means greater similarity

between attributes ( a j ) and ( a l ), which denotes that the attribute

( a l ) has greater overlap with attribute ( a j ). Highly redundant, very

similar, pairs of attributes mean that one of them can be deleted

with little, if any, information loss. 

For example, the information content across the Age charac-

teristic attribute is IC ( Age ) = 0.771, and the information content

between the Age characteristic attribute and Education character-

istic attribute is IC ( Age & Education ) = 0.918. The overlap between

the Age characteristic attribute and the Education characteris-

tic attribute is si g 01 , 02 = 0 . 918 − 0 . 771 = 0 . 147 . For every two

conditional attributes a similarity matrix is completed. 

Step 8: Reduce the Conditional Attribute Set 

Four sub-steps are used in this step to reduce the conditional

attribute set using the information significance of a conditional

attribute. 

The first sub-step in this process is to exclude those attributes

not directly related to a specific creditworthiness value outcome

attribute. Using the dependency degree value calculated in step 6,

a conditional attribute a k that satisfies (9) is selected: 

Atr = { a k | γa k (D ) > 0 } (9)

For example, in this study the dependency degrees for the

( Family Size)/(Family members eligible for labor force (or “Labor

force”)) attribute and Dependent Population attributes are 16.1% and

16.2%, respectively. Thus, both these attributes will initially be in-

cluded in the reduced attribute set Atr . Whereas, the Marital Status

attribute, will not be kept (deleted) because its dependency degree

is equal to 0. Table 5 shows which attributes will be kept after the

first sub-step for further consideration in the second sub-step. 

The second sub-step is to exclude those attributes that do

not provide a minimal level of information. Using the overlap or

similarity value calculated in step 7, we keep attributes a l that

satisfy (10) : 

Atr = { a l | sig( a l , a j ) ≤ 0 . 07 & sig( a l , a j ) < sig( a j , a l ) } (10)

where sig ( a l , a j ) ≤ 0.07 means that if the similarity significance

sig ( a l , a j ) is smaller than 0.07, then a j is assumed to be similar

with a l . In other words, a j only provides a small amount of infor-

mation when compared to attribute a l . If sig ( a l , a j ) < sig ( a j , a l ), it

means that attribute a j provides a smaller amount of information

when compared with a l . Thus, a l is retained in the Atr set. 

As an example, we found that the incremental information

content of Family Size/Labor Force is 0.042 when adding it as a

pairing with the Dependent Population attribute. The incremental

information is 0.114 when adding the Dependent Population at-

tribute as a pairing with the Family Size/Labor Force attribute. That

means the Family Size/Labor Force attribute will be kept in the

reduced attribute set Atr and the Dependent Population attribute is

no longer needed in the Atr set. 

The third sub-step is to determine the information significance

of an attribute. The dependency degree for reducing characteristic

attributes is used to determine the information significance of a

characteristic attribute a l that satisfies (11) : 

w ( a l ) = 

γa l (D ) ∑ 

a j ∈ Atr γa j (D ) 
(11)

As an example, the information significance of Age attribute is: 

w (Age ) = 

γAge (D ) ∑ 

a j ∈ Atr γa j (D ) 
= 1 . 77% . 

The forth sub-step is to exclude those attributes which have

small information significance values. For this study, we set the
nformation significance for adding an attribute a l that satisfies

12) : 

tr = { a l | w ( a l ) ≥ 1% } (12)

The final reduced attribute set is Atr = { Age, Education, Family

ize/Labor Force, Skills Status, Net Income, Total Expenses, Total

roperty, The Proportion of Non-agricultural Income, Children’s Ed-

cation Spending, Net Per Capita Income, Per Capita Agricultural

utput Value, Engel Coefficient }. Table 5 summarizes the process

nd final core, reduced attribute set; also called reducts. The

reditworthiness rules are produced using this reduct set. 

Step 9: Identifying Relationship Rules between Attributes and

Outcome 

In this step we take the reduct set determined in the previous

teps and relate them to the outcome through a series of rules

eveloped to discern the intrinsic relationships. To complete this

tep, expressions (13) to (14) are used. 

The first sub-step is to form a matrix titled the discernibility

atrix whose elements are defined as follows: 

G (x, y ) = 

{
g ∈ G , wher e V g (x ) � = V g (y ) , x, y ∈ U 

∅ , wher e D (x ) = D (y ) , x, y ∈ U 

}
(13)

here an element of αG ( x, y ) is a set of reducted attributes be-

ween Farmer x and Farmer y. V g ( x ) is the value of reduct attribute

. D ( x ) is the value of outcome attribute D for Farmer x . In other

ords, an element of the discernibility matrix is the set of all

educed attributes that discern Farmer x and Farmer y and at the

ame time do not have the same outcome value of D . If the out-

ome value of D is the same for two farmers then the correspond-

ng matrix element is a null set as defined by expression (13) . 

The discernibility rules (functions) �D ( x ) can now be deter-

ined. The discernibility rule for an object (farmer) x for an

utcome value of D exists if and only if 

D (x ) = ∧ { ∨ a G (x, y ) : y ∈ { z ∈ U , D (z) / ∈ ∂ G (x ) } , a G (x, y ) � = φ } 
(14)

here ∂ G (x ) = { f w (y ) | y ∈ S G (x ) } is the generalized outcome in D

the outcome matrix or table) and determines to which decision

lasses the Farmer x may be classified based on the available

nformation on that farmer. 

This step is completed by utilizing the Rough Set Exploration

ystem (RSES) software [15] . Initially the 2044 farmers are sep-

rated into two groups. The first group, which contains 1800

armers, is used to generate the rules set, this group will be called

he generator group. The second group, called the predictive data

et, contains 244 farmers and is used to examine the predictive

erformance of those rules. For rough set approaches, any outcome

able may be regarded as a set of generalized decision rules of the

orm: 

 (g, v ) → ∨ (D, w ) , where g ∈ G, v ∈ V g , w ∈ W D , D / ∈ G (15)

here ∧ ( g, v ) is called the condition or premise; which in our

llustrative example is a characteristic (versus environmental)

ttribute. The outcome or conclusion is represented by ∨ ( D, w ),

hich in our illustrative example is the outcome value D . The ∧ ,

 are Boolean notations for “and” and “or” respectively. Indices v,

 represent the values (belonging to the sets V and W ) for reduct

ttribute g and outcome variable D , respectively. 

Table 6 summarizes some of the rules generated. As an ex-

mple, consider the following rule: ( Age = 5) ∧ ( Education = 3)

 ( Skills Status = 2) ∧ ( Total Expenses = 5) ∧ ( Children’s Education

pending = 5) → ( Creditworthiness Valuation = 1 [95]). This rule

ndicates that if a farmer belongs to Age = 5 , Education = 3, Skills

tatus = 2, Total Expenses = 5, and Children’s Education Spending = 5,



C. Bai et al. / Omega 83 (2019) 26–38 33 

Table 6 

Rough set decision rules for some parts of creditworthiness level ( D ) = 1. 

Rules Number of occurrences 

(Age = 5)&(Education = 3)&(Skills Status = 2)&(Total Expenses = 5)&(Children’s Education Spending = 5) = > (Creditworthiness level = 1 [95]) 95 

(Education = 3)&(Skills Status = 2)&(Total Property = 1)&(Children’s Education Spending = 5)&(Per Capita Agricultural Output 

Value = 5) = > (Creditworthiness level = 1[76]) 

76 

(Age = 5)&(Education = 3)&(Net Income = 1)&(Children’s Education Spending = 5) = > (Creditworthiness level = 1[73]) 73 

(Education = 3)&(Skills Status = 2)&(Total Expenses = 5)&(Children’s Education Spending = 5)&(Per Capita Agricultural Output 

Value = 5) = > (Creditworthiness level = 1[72]) 

72 

(Education = 3)&(Skills Status = 2)&(Children’s Education Spending = 5)&(Engel Coefficient = 3) = > (Creditworthiness level = 1[66]) 66 

(Education = 3)&(attr2 = 4)&(Skills Status = 2)&(Children’s Education Spending = 5) = > (Creditworthiness level = 1[65]) 65 

(Education = 3)&(Net Income = 1)&(The Proportion of Non-agricultural Income = 1)&(Children’s Education Spending = 5) = > (Creditworthiness 

level = 1[62]) 

62 

(Education = 3)&(Skills Status = 2)&(The Proportion of Non-agricultural Income = 1)&(Children’s Education Spending = 5)&(Per Capita 

Agricultural Output Value = 5) = > (Creditworthiness level = [62]) 

62 

(Age = 5)&(Education = 3)&(Total Property = 1)&(Children’s Education Spending = 5)&(Per Capita Agricultural Output 

Value = 5) = > (Creditworthiness level = 1[61]) 

61 

(Education = 3)&(Children’s Education Spending = 5)&(Net Per Capita Income = 2)&(Per Capita Agricultural Output 

Value = 5) = > (Creditworthiness level = 1[61]) 

61 
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hen this farmer’s creditworthiness is low. This is a relatively

trong rule with 95 observations generating this rule. A total of

3,774 rules were generated. 

Step 10: Using Rules to Predict an Outcome 

The creditworthiness level of 244 farmers in the predictive set

s completed through the rules developed in step 9. It is observed

hat many times a farmer’s characteristics may match multiple

ules. Multiple rules may result in a number of conflicting out-

omes. In that case, a farmer’s characteristics are assigned to the

ule with the largest quantity of occurrences. 

As an example, Farmer 1840 can match the following rules: 

( Age = 5 ) ∧ ( Education = 4 ) ∧ ( NetIncome = 2 ) 

∧ ( T otal P roperty = 4 ) ∧ ( Child ren ’ s Ed ucation Spend ing = 4 ) 

∧ (P er Capita Agricult ural Out put V alue = 1) 

→ ( Credit worthiness V aluat ion = 3 ) . 

nd 

( Age = 5 ) ∧ ( Education = 4 ) ∧ ( Skills Status = 3 ) 

∧ ( Net Income = 2 ) → ( Credit worthiness V aluat ion = 2 ) . 

The first of these two rules is generated 8 times from the

enerator data set. The second rule is generated 2 times. In that

ase, creditworthiness outcome for Farmer 1840 will be 3 based

n the first rule since it is generated more frequently. 

The outcomes for each of the other farmers in the 244 farmer

redictive set (farmers 1801–2044), were also determined using

his process. The predicted result showed that 81.16% of the time

he predicted outcome was the same as the original outcome. 

. Results and discussion 

.1. Relationships between creditworthiness level, farmer 

haracteristics and contextual factors 

The generated rules can provide insights to relationships of

reditworthiness and various contextual and farmer characteristics.

hese rules show a number of possible evaluation strategies that

an identify creditworthiness level. It would be helpful to decision

akers to delineate the relationship between farmers’ character-

stics, environmental factors, and creditworthiness. There were

3,774 rules generated. This large set of rules can help develop a

ule base which be used to predict the creditworthiness level of

armers. The rule base can be updated over time as new farmer

amples are introduced. 
The results showed that had a 93.7% predictive accuracy level,

sing the predictive data set, for a farmer creditworthiness of level

 (the lowest level of creditworthiness). The most inconsistent

redictive results were for farmers with a creditworthiness level

f 4 (high creditworthiness level). One reason for this occurrence

ay be the number of rules generated for each level, with a

reater number of rules generated representing a more likely

elationship. For example, 7182 rules exist for Very Low Creditwor-

hiness Level, 4365 rules for Low Creditworthiness Level, 1867 for

igh Creditworthiness Level and only 360 rules related to Very High

reditworthiness Level. A small relative set of rules for the Very

igh Creditworthiness Level means that additional data needs to

e collected for these farmer samples. These results also imply

hat the rule set can be used to eliminate poor performers, but

annot necessarily identify good performers. 

Additional testing is completed to further support the sup-

osition that additional data can increase the number of rules

enerated and predictive accuracy of the methodology. Three sce-

arios are considered. The first scenario is to arbitrarily delete 6

armers for each creditworthiness level from the generator group.

he second scenario is to make an even smaller data set arbitrarily

eleting another 6 farmers for each creditworthiness level from the

enerator group. In this way we can show the accuracy results as

he number of rules reduces. The results of all three scenarios (in-

luding the initial scenario case illustration) are shown in Table 7 . 

From Table 7 , it can be observed that more objects generate

ore rules. More rules result in a higher predictive accuracy rate.

s a result, for greater accuracy, a substantive data set is required

r the accuracy of this methodology could be called into question. 

.2. Identification of the key characteristics 

With an emphasis on sustainable development and supply

ocusing on impoverished and low income regions, financial in-

titutions and agricultural supply chain managers have become

oncerned with the creditworthiness level of farmers. But, credit-

orthiness evaluation is complex. Therefore, in order to maintain

ffective creditworthiness valuation, financial institutions and 

olicy makers identify what farmer characteristics and environ-

ental (contextual) factors play a significant role in prediction

nd determination of creditworthiness. 

From the original set of 43 attributes only 12 core attributes

ere found to help monitor and evaluate farmer creditworthiness

evel. This smaller set of core attributes helps to reduce the com-

lexity of the evaluation process, but allows for a concentrated

et of rules. With fewer characteristics and environmental factors

nformation process savings occur. The rules from this study’s
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Table 7 

The predicted result for various scenarios. 

Creditworthiness level The number of farmers in prediction (second) group Initial scenario Scenario 1 Scenario 2 

Rules Accuracy Rules Accuracy Rules Accuracy 

Very low creditworthiness level 143 7182 93.70% 7012 92.30% 6976 90.90% 

Low creditworthiness level 74 4365 64.90% 4187 62.20% 4083 61.50% 

High creditworthiness level 21 1867 66.70% 1858 58.10% 1726 57.70% 

Very high creditworthiness level 6 360 33.30% 303 16.70% 231 13.70% 

Sum/average 244 13,774 81.16% 13,360 78.37% 13,016 77.23% 
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methodology show more complex relationships than if standard

regression and statistical averaging (correlative) approaches are

used. 

5.3. The significance of core attributes 

Five proposed farmer characteristic groupings including basic

situation, operations capacity, willingness of repayment, guaran-

tee and joint guarantee, and macro environment were used in

this study. Using fuzzy rough set the six most important farmer

attributes for farmer creditworthiness determination, based on

information significance are: Education (29.38%), Skills Status

(22.61%), Children’s Education Spending (9.88%), The Proportion of

Non-agricultural Income (9.58%), Engel Coefficient (8.98%) and Family

Size/Labor Force (6.05%). These six attributes represent 86.48% of

the total information significance. Education and Skills Status are

the two most significant attributes at 51.99% of information sig-

nificance. Conventional education and skill education are essential

for identifying farmer creditworthiness level. 

According to this result, the most effective factor related to

creditworthiness is Education . This result shows that the education

level of farmers has great relevance but also captures information

from other factors in its relationship to creditworthiness. Overall,

more highly educated farmers will be strongly related to higher

levels of creditworthiness level . For example, there are 7 farmers

with creditworthiness level of 4, and 11 farmers who have a 3

creditworthiness level for a total of 20 farmers with a 6 education

score level (2 farmers with 6 education level have a 2 creditwor-

thiness level ). In contrast, there are only 2 farmers with a 4 level

of creditworthiness level from amongst all 205 farmers with a 0

education score. 

The dependency degree value shows a strong relationship

between low education of farmers and the low creditworthiness

level which is more significant than the relationship between high

education of farmers and high creditworthiness level . For example,

51.0% of farmers with a 5 and 6 education score value, have

greater than a 3 creditworthiness level . 78.5% farmers with a 1

education and 88.3% of 2 education have a 1 creditworthiness level .

Similarly, Children’s Education Spending is also very important and

ranked third amongst all characteristic attributes. 

The Skills Status attribute is the second most strongly related

factor. A higher Skills Status valuation for a farmer relates to a

higher creditworthiness level . The 72.7% farmers with a Skills status

score level of 1, 73.9% farmers with a Skills status score level of 2;

and 81.8% with a 3 Skills status level have a 1 creditworthiness level .

5.4. A framework for farmer credit worthiness evaluation 

A summary of the above relationships and framework for

farmer creditworthiness is shown in Fig. 1 . The “Strong cor-

relation characteristics” represent characteristics having strong

relationships with the farmer creditworthiness. Education, skills,

and children education spending seemed to be the most im-

portant characteristics. This result points to education and skills

development as important aspects to support creditworthiness
f farmers. The “Strong correlation redundancy characteristics”

epresent characteristics with strong relationships to farmer cred-

tworthiness, but these other strong characteristics were replaced

ecause of similar information content. For example, “Dependent

opulation” and “Family Size/Labor Force” provide significant

verlap in information. These additional characteristics can be

sed as an important reference for creditworthiness evaluation, if

or some reason other data is not available. The “weak correlation

haracteristics” represent characteristics with limited relationships

or credit risk of farmers. 

This model can guide bankers to determine which data should

r should not be collected for their databases. It may also provide

nsights to various agencies, governmental or non-governmental

ocial agencies, seeking to aid farmers identify various support-

ve programs. For example, education and educational support

hould be encouraged for farmers. Education for farmers has

ot historically received the largest priority since farming has

een characterized as physical labor and investment in education

ay not be viewed as productive. These results prove otherwise,

hat education and skills development, whether for the current

r future generations can provide significant benefits in terms

f successfully meeting financial obligations, and by connection

uccessful farming. 

It should also be observed that it is not only one characteristic

lone that relates to a low or high creditworthiness outcome. As

an be seen the relationships are relatively complex with signifi-

ant interaction amongst these three characteristics. Equifinality is

hown by having at least 10 different complex relationships that

an help identify creditworthiness levels. Some are quite specific,

nd some combination and/or aggregation of the rules can provide

ore insights. 

Theoretical insights can also be gained in the type of resources

nd capabilities necessary to function in a micro-enterprise and

amily enterprise situation. In a study exploring farming families’

esponses to change, conducted across a wide range of economic

onditions in different countries, findings show that profit-seeking

s not a key driver [6] . Broadly, research has shown that family

arms are successfully transferred generation-to-generation, the

nancial and frequently emotional survival of each generation is

inked to the farm’s success [36] . These concepts fit within the

ocio-emotional wealth of family business perspective [16] . Our

ndings, although not part of the complete set of dimensions and

onstructs of socio-emotional wealth, do support the idea that

ome of the more important success characteristics are ‘softer’ in

erms of education and skills development of farmers, especially

n China. But, the additional characteristics and factors such as

enerational concerns, technological capabilities, and other factors,

rom other studies, can be added to the large set of factors used

n this study. 

.5. The advantage of this methodology 

The multistep methodology is advantageous for three reasons.

1) Advanced functionality: it can not only effectively evaluate

armer creditworthiness, but it can also form rules to accurately
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Strong correlation characteristics:
Age
Education
Family Size/Labor Force
Skills Status
Net Income
Total Expenses
Total Property
The Proportion of Non-agricultural
Income
Children’s Education Spending
Net Per Capita Income
Per Capita Agricultural Output Value
Engel Coefficient

Credit Worthiness 
Evaluation on 

Farmers

Strong correlation 
redundancy 
characteristics: 
Dependent Population

Weak correlation characteristics:
Own House Value
House Value
Net Business Income
Net Income Per Year Per Capita GDP
Agricultural Net Income
Agricultural Production Income
Agricultural Production Expenses
Living Status
Living Stability
Deposit in Bank
Default or Not
Number of Historical Apply Loan
Loaning Records
Power of Guarantor
Regional GDP Growth Rate

Fig. 1. The framework for credit worthiness evaluation on farmers. 
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redict farmer creditworthiness. In the evaluation process, the

ethodology reveals a variety of complex relationships between

arious factors and farmer creditworthiness. Furthermore, the

ethodology can prioritize factors to facilitate decision and policy

aking to improve farmer creditworthiness. (2) Ease application:

t allows banks to determine farmer creditworthiness without any

dditional information beyond what currently exists in their data

ets. Financial institutions or agricultural supply chain managers

an use this methodology to handle large data. (3) Computational

fficiency: it reduces the characteristic attribute sets requiring

ess extensive acquisition of data by financial institutions or

gricultural supply chain managers and lessened computational

equirements. We reduced the characteristic attribute sets from

he initial 43 attributes to 12 attributes, which could reduce

omputation requirements by 72.1%. When compared to traditional

conometric models, the complexity of relationships (interactions),

o parametric requirements, and many potential relationships

equifinality) are all advantages of this methodology. 

. Conclusion and future work 

Increased sustainability efforts by Chinese financial institutions

nd government agencies have increased concerns of farmer

reditworthiness evaluation, especially for small farmers. One

f the core issues facing the design and development of farmer

reditworthiness and risk evaluation is the identification and in-

estigation of relationships amongst various farmer characteristics,

ontextual environmental factors and farmer creditworthiness lev-

ls. Farmer loan by banking organizations is still a relatively new

oncept in China. This investigation is one of the first to provide

nsights into farmer creditworthiness in China. This research study

ses Chinese micro agribusiness, small farmer, and bank data to

valuate complex relationships. 

In this exploratory study the findings can help both financial

nstitutions, agricultural supply chain managers who are depen-

ent on these farmers and government development agencies

hat may be investing a large portion of their managerial budgets

n monitoring and managing farmers. A joint Fuzzy rough set

nd Fuzzy C-means methodology was introduced in this study to
etermine a core set of farmer characteristic attributes for cred-

tworthiness. This study represents one of the first to explicitly

ddress these issues for this environment from a formal modeling

erspective. 

The results obtained from this methodology provide vari-

us practical insights facing financial institutions and farmers.

ducation and skills related characteristic attributes are essen-

ial to enhance the farmers’ credit worthiness level. Sustainable

usiness theories on building capacities in family-owned and

icro-organizations suggest that socio-emotional issues such as

ducation and skills are important factors [36] . 

Although this exploratory study provides some valuable re-

ults and insights, there are limitations and room for further

nvestigation. Greater parametric evaluations and sensitivity of

he solution can provide a broader set of potential relationships,

lthough the number of relationships found in this study is quite

xtensive. Given that this data set is from one bank, although

egionally dispersed, that results may not be generalizable enough

or all banks in China. When investigating sustainability issues,

here are also concerns of more relevant data. We introduced

eneral characteristic attributes into this framework, additional

esources and capability dimensions of family farms in China

ay provide additional results. This methodology can easily

ncorporate additional characteristic attributes. Thus manage-

ent/researchers can easily determine impacts of additional

ttributes not used in this study. We encourage researchers to

se this methodology to further investigate practical and theo-

etical relationships for creditworthiness of banking customers in

eneral. 
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bsets of data so that objects in each cluster are more similar to each 

et of n objects X = { x 1 , x 2 , . . . , x n } ⊂ R P , a P -dimensional, real-number 

ster centers or centroids. The FCM algorithm assigns objects to each 

: 

(A1) 

(A2) 

(A3) 

on of the k th object with the i th cluster. The fuzzy clustering of objects 

h n rows and c columns in which n is the number of data objects and 

 ) 

(A4) 

trols the fuzziness of the resulting clusters; ‖ ∗ ‖ A A = I is the Euclidian 

lem in expression ( A4 ) and the cluster centers h i and related member- 

iteration number t , respectively. 

(A5) 

(A6) 

 minimizing an objective function that is a function of the sum of Eu- 

ters based on weighting the degree of association or membership func- 

rship is quantified by a value in the interval [0, 1], which indicates the 

ree of membership level represents the most association between that 

ct is the most possibly belong to this particular cluster. FCM clustering 

recognition, image segmentation, and performance evaluation [7,13,58] . 

ions in China 

ia Autonomous region of Northern China 

ern China 

ince, Zhejiang Province, and Anhui Province of Eastern China 

China 

ous region, Xinjiang Uygur Autonomous region of Northwestern China 
Appendix A. Fuzzy C-means background 

Fuzzy C-Means (FCM) uses clustering to generate groups of su

other than objects from different clusters [7,58] . It partitions a s

space into c (1 < c < C ) fuzzy clusters with H = { h 1 , h 2 , . . . , h c } clu

category using fuzzy memberships, which are calculated as follows

u ik ∈ [0 , 1] ∀ k = 1 , 2 , . . . , n ; ∀ i = 1 , 2 , . . . , c;

c ∑ 

i =1 

u ik = 1 , ∀ k = 1 , 2 , . . . , n ;

0 ≤
n ∑ 

k =1 

u ik ≤ n ∀ i = 1 , 2 , . . . , c;

where u ik indicates the degree of association or membership functi

is described by a fuzzy matrix U = { u ik }i = 1 , . . . , c; k = 1 , . . . , n wit

c is the number of clusters. 

The objective of the FCM algorithm is defined by expression ( A4

min J(U, H) = 

n ∑ 

k =1 

c ∑ 

i =1 

u 

e 
ik ( ‖ 

x k − h i ‖ 

) A , 

where e ( e > 1) is a scalar term for the weighting exponent and con

distance from object x k to the cluster center h i . 

Alternatively, the solution of the constrained optimization prob

ship functions u ik are given in expressions ( A5 ) and ( A6 ) for every 

h i,t = 

∑ n 
k =1 ( u ik ) 

e 
x k ∑ n 

k =1 ( u ik ) 
e ≤ n, i = 1 , 2 , ..., c 

u ik,t = 

⎡ 

⎣ 

c ∑ 

j=1 

( 

‖ 

x k − h i,t−1 ‖ A ∥∥x k − h j,t−1 

∥∥
A 

) 2 / (e −1) 
⎤ 

⎦ 

−1 

, i � = j 

This solution of clustering data objects is obtained by iteratively

clidian distances between the objects and the center of all the clus

tion of a particular with a particular cluster. The degree of membe

closeness of the data objects to the cluster centers. The highest deg

object and a particular cluster centroid, and indicates that this obje

has been applied in fields such as geology, medical imaging, target 

Appendix B. The information of 28 provincial administrative reg

No. The information of provincial administrative regions 

1 Tianjin Municipality, Shanxi Province, Hebei Province and Inner Mongol

2 Liaoning Province, Jilin Province, and Heilongjiang Province of Northeast

3 Shanghai Municipality, Shandong Province, Jiangsu Province, Jiangxi Prov

4 Fujian Province, Hainan Province, and Guangdong Province of Southern

5 Shanxi Province, Gansu Province, Qinghai Province, Ningxia Hui Autonom

6 Henan Province, Hunan Province, and Hunan Province of Central China 

7 Henan Province, Hunan Province, and Hunan Province of Central China 
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ppendix C. The characteristic attributes of farmer credit evalua

Categories Characteristic Attributes E

Basic Situation Age A

Education E

Marital Status M

Gender M

Family Size T

Labor Forces T

Family Size/Labor Forces (%) T

Dependent Population T

Loan Purpose T

Own House Value (Yuan) T

House Value (Yuan) T

Operations Capacity Skills Status T

Net Business Income (Yuan) T

Net Income Per Year Per Capita GDP (%) T

Net Income (Yuan) T

Daily Living Expenses (Yuan) T

Total Expenses (Yuan) T

Expenses/Income (%) T

Total Property (Yuan) T

Agricultural Net Income (Yuan) T

Agricultural Production Income (Yuan) T

Agricultural Production Expenses (Yuan) T

The Proportion of Non-agricultural Income (%) T

Children’s Education Spending (Yuan) T

Willingness of 

Repayment 

Living Status T

Living Stability (Year) T

Amounts of Unpaid Loans (Yuan) T

Whether or Not to Have Unpaid Loan W

Deposit in Bank (Yuan) T

Willingness of 

Repayment 

Whether or Not to Have Private Loan W

Default or Not W

Number of Historical Apply Loan T

Loaning Records T

Guarantee and Joint 

Guarantee 

Whether or Not to Have Guarantee W

Power of Guarantor (Yuan) T

Whether or Not to Have Joint Guarantee W

The Relationship of Joint Guarantee Member T

Macro Environment Net Per Capita Income (Yuan) T

Per Capita Agricultural Output Value (%) T

Regional GDP Growth Rate (%) T

Consumer Price Index T

Capita Savings Deposit Balance (Yuan) T

Engel Coefficient T
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