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Decision context, knowledge management, decision makers, and decision strategy are fundamental compo-
nents for understanding decision support systems (DSSs). This paper describes the specific case of designing
a framework for an intelligent DSS in the context of pathology test ordering by general practitioners (GPs). In
doing so it illustrates the processes of discovering practical and relevant knowledge from pathology request
data generated and stored in a professional pathology company, investigates and understands the decision
makers (GPs) through a survey about their current practices in test ordering and their requirements for de-
cision support, and finally proposes an intelligent decision support framework as the decision strategy to sup-
port GPs in ordering pathology tests more effectively and appropriately. The process and framework
developed through this case contributes effective guidance for practitioners and theoretical understanding
concerning intelligent decision support in a complex environment.

© 2012 Elsevier B.V. All rights reserved.
1. Introduction

Ordering of pathology tests by general practitioners (GPs) contrib-
utes significantly to the rising costs of health care [48]. Over the past de-
cade Australia has witnessed a considerable rise in the number of and
expenditure on pathology requests by GPs. This increase is the conse-
quence of: improved communication between patients and GPs; gov-
ernment incentives for longer consultations; the shift of health
services to a community environment; increased concern about medi-
cal litigation; and/or increased patient expectations [11,29,48]. Other
external factors include the introduction of new Medicare Benefits
Schedule (MBS) items and increased computerization [12]. Globally
there is a perception that pathology tests are not used appropriately
[49,65,67,75,76,80], although there are concerns with the rigor in
some studies and associated weak supporting evidence [45,64,74].

Evidence-basedmedicine indicates that tools like computerized clin-
ical decision support systems (DSS) can improve the quality and effec-
tiveness of clinicians' decisions [16,18,28,34]. For Australian GPs,
although government promotion and incentives have resulted in in-
creased use of “medical desktop” software as the referral point for pri-
mary care during patient consultations, particularly for prescribing
medications (98%), checking for drug–drug interactions (88%), ordering
laboratory tests (85%), running recall systems (78%) and recording prog-
ress notes (64%), the current application of computerized clinical DSSs is
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limited [33,47,78]. For example, with respect to pathology requests, the
most common practices involve ordering laboratory tests (85%), receiv-
ing or storing pathology test results (79%) and running the recall system
for routine tests (78%) rather than investigating the suitability of avail-
able options.

Evidence from some studies show that a high percentage of real-
time clinical decision support suggestions are being over-ridden or ig-
nored due to disruptions to workflow, time restraints and a perceived
lack of relevant suggestions [52,69,77]. Hence, in designing a pertinent
DSS, it is crucial to take account of contextual factors.

The aim of this paper is to develop a framework for a DSS that can as-
sist GPs in ordering pathology testsmore effectively and appropriately. In
so doing we establish the merit of an integrated approach that combines
knowledge discovery and case-based reasoning (CBR) mechanisms to
capture the contextual requirements for an evidence-based, situationally
relevant, flexible and interactive DSS, which we call an intelligent DSS.

The contributions of this study are three-fold. Firstly, by discovering
and extracting practical and relevant knowledge from past pathology
request data, we provide fresh understanding about the use of patholo-
gy tests fromboth patient-centric and clinical situation-centric perspec-
tives. Secondly, results from our online survey provide comprehensive
understanding about the appropriateness of GPs' ordering behavior as
well as their needs of and requirements for intelligent decision support.
Finally, this study shows how an integrated approach can be used to
create an evidence-based, situationally relevant, flexible and interactive
DSS that suits complex environments.

The remainder of the paper is structured as follows. Section 2 dis-
cusses the limitations of existing support for GPs in ordering pathology
tests, while the components involved in decision making in the context
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of pathology ordering are outlined in Section 3. Section 4 describes the
processes deployed to discover and extract useful knowledge/evidence
from past ordering behavior that can be used to inform the decision
making process, while Section 5 reviews the decision makers'
(i.e. GPs') needs of and requirements for support in ordering pathology
tests. These ideas are synthesized in Section 6 where the research pro-
poses and reviews a framework for an intelligent DSS as a strategy to
support GPs in ordering pathology tests more effectively and appropri-
ately. In Section 7 we highlight implications for future research and
present our conclusions.
2. Background

In prescribing drugs, guidelines are generally presented to GPs as a
series of brief prompts targeted at managing individual patients [2]. In
contrast, decision guidelines for pathology ordering are primarily
disease-focused and contain low levels of evidence. Even when a high
degree of evidence is available in a disease setting, information about
the application of laboratory investigations in specific patient situations
is often limited [66]. At present, when GPs order pathology tests, the
clinical guidelines are commonly presented as text, in paper or static
electronic form. While this extends GPs' own knowledge and experi-
ence, given that most clinical guidelines have not been developed in a
format that allows easy incorporation into computerized clinical DSSs,
flexible and interactive guidelines are yet to become reality [37].

General feedback provided by pathology companies to a GP on pa-
thology ordering typically contains general and brief information on
the overall volume of tests ordered by that GP during a given period
of time, without detailed and specific information like the tests ordered
for a particular group of patients with a particular kind of disease. As
this omits patient characteristics, there is no patient-specific or situa-
tionally relevant evidence to assist GPs. Thus, it is unsurprising that
studies have shown that GPs' everyday behavior can be based on less
than effective clinical memory [20].

General practice centers on the individual patient–doctor relation-
ship [73]. Given that in the decision making context of pathology or-
dering, the current decision support provided to GPs has very limited
interactivity, flexibility, situational relevance, and evidence base, we
propose to address these deficiencies through development of a
framework for an intelligent DSS. This enables more situationally ef-
fective ordering of pathology. Before detailing the framework we in-
troduce the theoretical foundations of the study.
3. Theoretical foundation: decision making in the context of
pathology ordering

Using the context of GPs' ordering pathology tests, we now discuss
the theoretical underpinnings of the framework for the aforementioned
intelligent DSS. Herein, decision support activities can be broadly de-
fined as the set of activities within unstructured or semi-structured de-
cision contexts that aim to support rather than replace the decision
maker, facilitate learning on the decisionmaker's behalf, and use under-
lying data and models to focus on the effectiveness of the decision
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making process [46]. Given a DSS, in the context of decision making, is
a tool, key components requiring appreciation include:

• the decision context (see Section 3.1);
• how knowledge is used (see Section 3.2);
• the decision makers (see Section 3.3); and
• the typical decision strategies (see Section 3.4) [36].

These components are outlined below.

3.1. Decision context

Decisions are not produced in a vacuum. They are made within a
specific environmental context, with the broader context in which deci-
sions are made needing to be adequately considered [26]. As summa-
rized in Fig. 1 (see below), decision making is a multi-step process
comprising problem recognition, information search, problem analysis,
alternative evaluation and choice [22].

Based on appreciation of specific patient characteristics like demo-
graphics, past clinical history (including past pathology tests) and
existing symptoms or diseases, the decision making process begins
with problem recognition related to a need to order certain tests for a par-
ticular patient. To support decisionmaking, in the information search pro-
cess, standardized guidelines or protocols are consulted and combined
with subjective personal knowledge or experience. Through this problem
analysis GPs derive a meaningful list of plausible tests to be ordered.
These alternative tests are then evaluated (alternative evaluation) before
a choice is made regarding the particular types of tests to be ordered.
This choice can be influenced by internal factors (such as a clinical need
for screening, diagnosis, disease monitoring or prognosis) and external
factors (such as patient pressure, defensive behavior, clinical guidelines
and government economic and cost considerations) [43,44,79].

3.2. Knowledge

According to Burstein and Carlsson [14, p. 104], knowledge man-
agement is the “continuous process of acquiring and deploying
knowledge to improve decision making”. Knowledge overflow con-
tributes to the decision makers' need for relevant and reliable knowl-
edge to make ‘the right decision’ [36].

Presently, sources of knowledge to support GPs in ordering pa-
thology tests include clinical guidelines (e.g. the Manual of Use and
Interpretation of Pathology Tests) and educational material (e.g. the
Common Sense Pathology series) [56,57]. However, their impact is
limited [56] because the information is often regarded as too diverse,
inaccessible, overwhelming and/or difficult to contextualize
[32,36,61,70]. The question that arises is how can knowledge be
identified and structured so that GPs can access the “right” informa-
tion in the “right” format at the “right” time i.e. providing informa-
tion that works at an individual patient level, rather than as
general guidelines.

In the course of modern pathology, massive amounts of patholo-
gy ordering data are generated and stored by professional pathology
companies. This means that the data required to build such a knowl-
edge base already exists, which creates the potential to extract the
m
sis

Alternative
evaluation 

Choice  

e matching 
ed reasoning 

-A list of plausible 
tests 

-Internal influences 
-External influences 

ion context.
ted from [22,84].



478 Z.Y. Zhuang et al. / Decision Support Systems 55 (2013) 476–487
practical and relevant knowledge/evidence required to support GPs.
In achieving our aim, we use the knowledge discovery techniques of
data and text mining to extract patient- and situation-centric knowl-
edge from past pathology ordering practices (see Section 4).

3.3. Decision makers

At the center of the decision-making process is the decisionmaker—
an individual with specific experience, skill, values and perspective who
can reach a decision in a problem solving situation [30,36] by drawing
upon resources like experience, education, relationship networks,
knowledge of past successes and historic individual preferences togeth-
er with knowledge of related external and internal environmental pres-
sures [8]. Contextually, GPs are the decision makers responsible for
choosing appropriate pathology tests for specific patients in specific
situations.

Research shows that despite GPs' widespread use of computers
and computerized clinical packages, the application of currently
available computerized clinical DSSs is limited [78]. Herein a high
percentage of real-time clinical decision support suggestions is
over-ridden or ignored in primary care situations [52,69,77] due to
workflow disruptions, time restraints and the lack of directly relevant
suggestions. Thus, we argue that preceding the design of an effective
DSS, there is a need to study GPs' needs of and requirements for such
a DSS so that there is positive endorsement:

1. that GPs indicate the need for support in effectively and appropri-
ately ordering pathology tests; and

2. with respect to the kind of support they require.

Investigation of GPs' views on these issues is reported in Section 5.

3.4. Decision strategy

There are various strategies that may assist a decision maker in
reaching a choice. These include “recommended for” (a recommendation
concerning which alternative the decision maker should choose);
“recommended against” (which alternative not to choose); “information”
(providing information about alternatives); and “decision support”
(displaying information and structuring problems/issues to facilitate
appropriate choices) [21].

As themodern approach to decision support assumes greater auton-
omy for the decision maker [14], recommendations (both for and
against) may be less preferable than providing decision makers with
relevant information and effective ways (decision support) to reach a
choice. The main strategy today requires various types of information
to be provided to support GPs in ordering pathology tests. As outlined
in Section 3.2, the impact of information materials (e.g. clinical guide-
lines and educational material) is limited for practical reasons like
irrelevance of information, lack of effective accessibility and time con-
straints. Decision support strategies that provide decision makers with
effective, timely ways to access relevant information and to structure
complex problems are yet to be realized in the clinical practice of order-
ing pathology tests. Our framework for the proposed intelligent DSS
(Section 6) facilitates such decision making strategies.
Table 1
Basic statistics about the seven clusters [82].

C 1 C 2 C 3

Young female Old female Old male

Matching records 14,650 9,727 7,048
Matching records (%) 31.83 21.13 15.31
Patient age (years) 30.60 63.16 65.07
Patient gender (1-female) 1 1 0
Number of orders/year 1.20 1.45 1.69
Number of tests/year 4.66 5.06 9.18
Service lag (days) 0.96 1.34 2.84
Leveraging this understanding of the four components (decision con-
text, knowledge, decisionmakers and decision strategy), we begin to detail
design of the framework for the intelligent DSS. Based on understanding
related to the decision context, we analyze daily transactional data from
a pathology company to discover relevant and practical knowledge
(see Section 4). Then through a survey we investigate and understand
the current practice of decision makers (i.e. GPs) in ordering pathology
tests and their requirements for decision support (see Section 5). We
conclude by proposing a framework for an intelligent DSS as the decision
strategy to support GPs in this complex environment (see Section 6).

4. Knowledge discovery through data mining and text mining

The aim of this section is to demonstrate how data mining
(Section 4.1) and text mining (Section 4.2) techniques were used to
discover and extract useful knowledge/evidence from past pathology
requests. This ensures that decision makers (GPs) have the necessary
context and knowledge in an intelligent DSS to formulate effective
strategies to order pathology tests related to patient treatment.

4.1. Building knowledge for the decision context through data mining

Using data mining techniques we explored the pathology ordering
practices of GPs from a patient-centric perspective. The data provided
by an Australian pathology company, XYZ Pathology (a pseudonym),
contained 1,548,122 records of GPs' pathology requests from 01 May
2003 to 30 April 2004. Each record represented an individual request
for one or a group of pathology tests for a patient. The objective was
to discover homogenous patient clusters based on patients' character-
istics and pathology consumption patterns.

There are many clustering techniques available, ranging from sim-
ple clustering methods such as the k-means algorithm, to more so-
phisticated and proficient ones such as Self-Organizing Maps (SOM)
and the Expectation-Maximization (EM) algorithm [31]. Due to the
large size of the dataset (over one and a half million records) and
the lack of obvious relationships among variables, we selected
Kohonen's Self-Organizing Maps (SOM) [7,38–40] to explore the
data and discover relationships.

SOM is an unsupervised neural network approach to data clustering
and visualization, with simultaneous clustering and projection capabil-
ities. It identifies hidden relationships by looking for input patterns that
are similar and should be grouped together (or clustered). Similarity in
input patterns is determined by examining the distance between inputs
in the (multidimensional) input space [38–40]. In this study the soft-
ware package Viscovery SOMine [23] was used to model the data. It
has advanced data visualization capabilities that permit the data to be
projected into two-dimensional maps, which permit easier analysis
and understanding of the results. Features of the data and dependencies
between the variables can be identified and evaluated from such
maps [25].

The process commenced with processing the pathology request
data. Herein the population was defined as a collection of individually
assigned unique patient records that included attributes like age, gen-
der, number of requests per year, number of tests ordered per year
C 4 C 5 C 6 C 7

Young male High user Slow user Old frequent slow high user

6,284 4,531 2,959 828
13.65 9.84 6.43 1.8
32.18 56.89 54.92 69.84
0 0.86 0.63 0.51
1.22 4.36 1.84 18.58
5.74 21.32 9.34 31.19
0.77 2.31 58.59 53.23
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Fig. 2. Mean and total number of tests ordered by each of the seven clusters [82].
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and average service lags per year (a service lag is defined as the time lag
between the date of referral and date of service). Secondly, independent
random samples were drawn from the population. For each sample, the
Viscovery SOMine implementation of the SOM methodology was con-
sistently and independently applied. The aimwas to discover distinctive
clusters based on patients' attributes. Thirdly, quality of the clustering
was assessed using both quantitative [10] and qualitative criteria [62]
and the most informative grouping structure was chosen. Finally, the
selected clustering structure was analyzed in detail to discover useful
knowledge (see [82] for further details).

Results from the data mining stage yielded seven patient clusters.
Each cluster was given a semantic name (e.g. “Young female cluster”
and “High user cluster”) based on the patients' characteristics and
their pathology consumption patterns (e.g. patient age, gender, and
number of tests ordered per year) in that particular cluster. Basic statis-
tics about the seven clusters is shown in Table 1, with the average and
total number of pathology tests consumed by cluster illustrated in Fig. 2.

The variables of interest, namely the most frequently ordered indi-
vidual tests and frequently encountered clinical problems, were then
super-imposed onto the seven clusters. The elements of knowledge
generated from this process are shown in Table 2.

It is noteworthy that even though some of the patient clusters dis-
covered using data mining were relatively obvious (e.g. “young female
users” and “old female users”), other clusters (e.g. “high users”, “slow
Table 2
Frequently ordered tests and common clinical problems by cluster.

Cluster Frequently
ordered tests

Common clinical
problems

C 1 young female user PAP smear
Hepatitis tests

Urinary tract infections
Pregnancies

C 2 old female user PAP smear
INR warfarin

Urinary tract infections
Lipid disorders

C 3 old male user PSA (prostate specific antigen) Diabetes
Lipid disorders

C 4 young male user Hepatitis tests Lipid disorders
Fatigue

C 5 high user Full blood count
Lipids
Glucose
Liver function tests
EUC (electrolytes,
urea and creatinine)
ESR (erythrocyte
sedimentation rate)

Diabetes
Lipid disorders
Thyroid problems
Urinary tract
infections

C 6 slow user Lipids
Thyroid function tests

Lipid disorders
Diabetes

C 7 old frequent
slow high user

INR warfarin Diabetes
Lipid disorders
Thyroid problems
users” and “old frequent slow high users”) and their pathology con-
sumption patterns were less obvious and could not have otherwise
been explicitly and objectively understood by GPs.
4.2. Building knowledge for the decision context through text mining

The text mining technique was used to investigate the clinical pur-
poses and issues related to pathology ordering by Australian GPs as cap-
tured in the clinical notes attached to pathology requests. While many
text mining algorithms are in use, the dominant clustering algorithm is
feature map algorithms based on SOM [39]. In our study we used High
Dimensional Growing Self Organizing Maps with Randomness
(HDGSOMr) tomine the clinical notes, because this algorithm is capable
of producinggood clusters fromvery large collections of text in a reason-
ably short time [3,4].

The unsupervised nature of HDGSOMr leads to grouping text based
on the notion of similarity. The process commenced with pre-
processing the text data set to correct spelling [3,4]. Then commonly
used words such as “a”, “is” and “the” were removed using a stop word
list. Next the text was broken down into individual words and stemmed
using Porter's stemming algorithm [54] to obtain the root form of words.
The resulting text was then converted to a normalized vector using the
Term Frequency-Inverse Document Frequency (TF-IDF) method [58].

After pre-processing the text records and then presenting them
for clustering by the HDGSOMr algorithm, a map was produced that
has clusters organized in such a way that related clusters (nodes)
were placed close to each other. A hypertext map was then produced
from the algorithm, which was used as the user interface for the tech-
nique. By clicking on a hyperlink in the map, the data analyst could
navigate to records associated with the chosen cluster. Finally, re-
cords associated with the cluster were extracted and a summary of
the other associated fields and full texts were presented (see [83]
for detailed information).

A total of 213 nodes were generated from the text mining process.
Each node represented a cluster of request recordswith similar input pat-
terns of clinical notes byGPs andwas accompanied by size, average quan-
tization error (AQE) and the top five keywords with relative percentage.
Basedon thepercentages of the top 5keywords,we separated the clusters
intoDistinctive and Fuzzy nodes. Distinctive nodes have at least one of the
top 5 keywords covering 100% of the records, while Fuzzy nodes do not
have any keyword dominating 100% of the records in the node. A summa-
ry of the node groupings is presented in Table 3 below.

Two special groupings of distinctive nodes were “Pap smear” and
“Warfarin” related requests. These two groupings were large in size
and exhibited unique test ordering patterns. Other groups with distinc-
tive textual patterns were classified according to the particular type of
associated clinical indication. These types of clinical indications includ-
ed “clinical conditions”, “clinical problems”, “medications”, “nature of



Table 3
Summary of node groupings [83].

Node groupings Description No. of nodes Absolute size
(no. of records)

Relative size (%)

Special distinctive nodes Pap smear Nodes with “smear” or related terms as dominant keywords. 68 259,401 22.51
Warfarin Nodes with “warfarin” or related terms as dominant keywords. 14 177,026 15.36

Other distinctive nodes Nodes with other distinctive dominant keywords. 78 315,502 27.37
Fuzzy nodes Nodes with no distinctive dominant keywords. 53 400,676 34.76
Total 213 1,152,605 100
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ordering”, “sample descriptions”, “previous test results” and “manage-
ment issues”. Requests related to “clinical problems” were further
sub-classified according to the specific clinical problem with which
the request was associated. The clinical problems included “hyperten-
sion”, “pain”, “lipid disorder”, “diabetes”, “UTI”, “infection”, “pregnan-
cy”, “chest problem”, “prostate problem” and “abdominal problem”.

In summary, while data mining allowed us to discover distinctive
patient groups and their unique pathology utilization patterns, text
mining allowed us to identify patterns of clinical indications concerning
the purpose for ordering pathology tests. The knowledge acquired was
used in two ways.

1. Together with an optimization mechanism and input from a do-
main expert, we used this knowledge to generate hypothetical
clinical cases that were included in a subsequent survey to investi-
gate GPs' test ordering behaviors and their requirements for an
intelligent DSS (see Section 5).

2. It formed the foundation for the framework of the intelligent DSS
(see Section 6).

5. Decision makers: understanding GPs' pathology ordering
practices and DSS requirements

This section describes the online survey, which we developed and
administered through the Royal Australian College of General Practice
(RACGP). The survey (see Appendix A for a summary) was used to estab-
lish GPs' need for support in effectively and appropriately ordering pa-
thology tests and the kind of support required to facilitate this
(see Section 3.3).

5.1. The survey

In particular the survey aimed to:

• Test the effectiveness and appropriateness of GPs ordering of pa-
thology tests by presenting them with 20 hypothetical clinical
cases, which were compared with a senior pathologist's views; and

• Investigate GPs' perceptions of and requirements for an intelligent
DSS through direct questioning using a 5-point Likert scale.

5.1.1. Section 1 of the survey: the 20 hypothetical clinical cases
Using knowledge generated by the data/text mining processes, an

optimization mechanism, and input from a pathologist (a domain
expert), we constructed 20 synthetic hypothetical cases. These repre-
sented typical scenarios that were used to examine GP's decision
processes and determine the accuracy of their pathology ordering
practices. The data and text mining processes provided fundamental
understanding about patient types (i.e. patient clusters), and clinical
problems; the literature review [e.g. 43,44,72] identified medical and
contextual reasons for ordering; while the optimization mechanism
assigned these information elements (i.e. patient type, clinical prob-
lem, and reasons for ordering) into the most common clinical situa-
tions. Input from the domain expert (pathologist) finalized the cases.

Content validity was ensured as the cases embraced the most com-
mon clinical situations, with each case contextually embracing informa-
tion regarding a particular patient type, a clinical problem and two
prominent reasons (i.e. one medical and one contextual) for ordering
(see below for an example).

“A 65 year old woman with mild diabetes, treated with oral
hypoglycaemic agents. Over the last year she has demonstrated a sta-
ble HbA1c of around 7.0% with an excellent lipid profile and no evi-
dence of microalbuminuria on the last 4 quarterly reviews. She is
looking forward to seeing that her next set of results are just as good.”

There were two reasons for using hypothetical cases to investigate
the ordering behavior of GPs instead of existing cases out of the large
dataset. Firstly, the optimization mechanism used to generate the hy-
pothetical cases ensured that each hypothetical case represented a
particular clinical situation with a unique combination of patient
type, clinical problem and two reasons for ordering, while a typical
case may or may not have existed among the real cases stored in
the large dataset. Secondly, existing cases contained valuable infor-
mation about patient types and clinical problems for ordering pathol-
ogy tests, but the reasons for ordering (especially contextual reasons)
were rarely recorded in the dataset. In contrast the hypothetical cases
contained both medical and contextual reasons for ordering that
were identified from the literature.

For each hypothetical case GPs were asked what, if any, tests they
would order and why. After submitting each case, the GP received
case-specific feedback that included comments from the domain ex-
pert (i.e. pathologist), references to clinical guidelines and statistics
about past pathology ordering. This aimed to predispose GPs to situ-
ationally relevant decision support (see Section 5.1.2).

5.1.2. Section 2 of the survey: GPs' perceptions of/requirements for an
intelligent DSS

The three components of the survey that explored GPs' require-
ments for and perceptions of intelligent decision support to enhance
their pathology ordering practices were:

1. Experience with computer systems;
2. Use of current decision support tools; and
3. Perceptions of intelligent decision support.

5.1.3. Reliability and validity of the survey
Various approaches were used to enhance the reliability and valid-

ity of the survey instrument. For example, to ensure reliability, ques-
tions included in the survey were carefully designed with input from
domain experts (namely, a pathologist and two GPs); were presented
in a structured format using a 5-point Likert scale; and were both
pre-tested and pilot tested on GPs. Validity was ensured via a litera-
ture review [e.g. 13,19,24,27,42,44,47] that identified components to
be included in the survey, rigorous design of the 20 hypothetical clin-
ical cases, and various incentives to increase the response rate, with
participation from the RACGP.

5.2. Survey results

As the survey was conducted through the auspices of the RACGP,
preliminary information about the survey was posted on their
website and an email was sent to every member GP to invite partici-
pation. Further, to improve the response rate, GPs were informed that
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education points could be gained by completing the online survey.
From 18,172 active GPs recognized in Australia, 168 attempted the
survey. Of these attempts, 85 responses were usable because the
GPs had completed all 20 hypothetical cases included in the survey.
About half (50.6%) of the respondents were male and the majority
(66%) were from urban or regional practices.

5.2.1. Appropriateness of pathology ordering by GPs
In this study appropriate testing refers to ordering the maximum

number of “necessary” tests required and theminimumnumber of “un-
necessary” or “unsuitable” tests as indicated by clinical guidelines. In our
survey, in instances where at least one pathology test should be ordered
(17 of the 20 cases), the dominant pattern was that GPs ordered part of
the “necessary” tests and some “unnecessary” or “unsuitable” tests. Re-
sponses showed that the drivers were internal/medical rather than ex-
ternal/contextual reasons. Of the contextual reasons, “guidelines” and
“cost considerations” were the most significant.

In cases where, according to published clinical guidelines, it was
not “necessary” to order pathology tests (3 of the 20 cases), most
GPs still did so. Similarly, based on published guidelines, a consider-
able quantity of pathology requests were regarded as “unsuitable”,
with the strongest driver being diagnosis. Patient pressure and defen-
sive behavior were not considered by GPs as strong drivers. These
outcomes indicate that:

• Internal/medical factors were stronger drivers for ordering patholo-
gy tests than external/contextual factors. Thus, there is potential to
influence and improve GPs' practices through the provision of ac-
cessible evidence-based resources like our intelligent DSS.

• Pathology tests were shown to be not optimally utilized by Austra-
lian GPs, leading to wasted health resources and/or risks for pa-
tients' health. This further supports the need for an intelligent DSS.

5.2.2. GPs' perceptions of/requirements for decision support
The majority of GPs who participated in the online survey consid-

ered themselves experienced with computer systems. Use of currently
available decision support tools (e.g. electronic ordering, results
downloading) seemed common practice, with the most highly valued
DSS being active systems such as patient-specific reminders, dynamic
disease-specific guidelines, and patient-specific prompts. Passive deci-
sion support like static electronic libraries or guidelines was less valued.

GPs' comments indicated that common barriers to the use of DSS
at the point of care included time, accessibility and reliability issues,
and that they required an easy, fast, relevant and flexible DSS. Further,
they reacted positively to the situationally relevant feedback provid-
ed to them after completing each hypothetical case in the survey.
These outcomes indicate that:

• Current decision support tools have been commonly used by GPs,
which provides a foundation for more sophisticated DSS.

• GPs prefer active, relevant and flexible decision support rather than
passive, static decision support, a finding which means that
evidence-based decision support provided at the “right” time in
the “right” format is more likely to be valued.

Given this broad support for the research aim, the next step in-
volved developing the framework for the intelligent DSS to support
GPs' decision strategies related to pathology test ordering.

6. Decision strategy: towards building an integrated intelligent DSS

Synthesizing the knowledge discovery processes (data and text
mining) outlined in Section 4, with outcomes from the survey of
GPs ordering behavior and requirements for a DSS (see Section 5),
we now propose our framework for an intelligent DSS.

Consistent with the literature [e.g. 2,50,60,61,63,78], our findings
from the survey showed four requirements for an intelligent DSS.
These requirements, which may also be relevant to other domains
where intelligent decision support is required, include:

1. Evidence base. An intelligent DSS should provide rigorous re-
search/practice evidence to GPs to convince them to change their
ordering behavior — this ensures perceived reliability.

2. Situational relevance. A DSS should address the specific clinical situ-
ation in which the GP is seeking support — this ensures perceived
relevance.

3. Flexibility. A DSS should be flexible and cater to GPs' daily decision-
making logic so support does not intrude on their daily workflow or
impose an unreasonable time burden— this ensures efficiency.



Table 4
Merits of the data/text mining and CBR approaches in our integrated framework.

Requirement
criteria

Merits of data/text mining Merits of CBR

Evidence base Provides relevant evidence
based on past pathology
ordering practices of a
large group of peer GPs.
Regular updates of the
knowledge base by iterative
data/text mining means the
information is updated in
a timely manner.

Enables the GP to retrieve
and reuse the evidence
generated by data/text
mining processes and
facilitates extension of
the knowledge base
through retaining new
cases that contain pathologist
evaluation and comments
on GPs ordering practices.

Situational
relevance

Prepares knowledge from
both a patient and a clinical
situational perspective.

Caters well to a particular
patient and clinical situation.

Flexibility Provides situationally
relevant information that can
be used flexibly by GPs at the
point of care.

Assists the GP to collect
information flexibly from
the system about similar
prior individual cases at
two-levels (see the discussion
following Table 5 below).

Interactivity Facilitates generation of a
structured knowledge base
that can be readily accessed
by GPs via a user friendly,
interactive interface linked
to the CBR engine.

Permits the GP to interactively
retrieve past knowledge to support
decision making regarding the
current case.
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4. Interactivity. Intelligent decision support should guide GPs to find
the most desired support through continuous interaction between
the system and the GP — this ensures effectiveness.

With these fundamental requirements established, the design,
subsequent evaluation and implementation issues associated with
our framework for an intelligent DSS are now conceptualized.

6.1. The merits of integrating data/text mining and CBR in our framework
for an intelligent DSS

Integrating the four requirements with use of text/data mining for
clustering and CBR approaches, we present initial steps towards con-
struction of our framework, which has specific relevance for complex
issues in case-based classification and case retrieval. The underlying
philosophy is to support problem solving in new cases through estab-
lishment of a peer-group based knowledge base of past experiences
of pathology ordering using relevant knowledge extracted from past
data retrieved and reused by the CBR cycle. While data mining tech-
niques (including clustering) have previously been combined with
CBR for efficient case retrieval and case-based maintenance [81], au-
tomated case generation [17] and improved case-based classification
[5], the novelty of our framework is in addressing the four DSS re-
quirements through linking data mining, text mining and CBR. The
first step involves adding a CBR engine to the DSS. Drawing on the
principles contained in a general model of clinical DSS reported in
the literature [9], the knowledge base forms the heart of the model.
Linked to this is data/text mining, which provide data about patient
clusters and clinical situations; a CBR engine that allows similar past
cases to be matched and retrieved; and input and output capabilities.
These capabilities provide a pathway for refinement of raw historic
data (input) into structured subsets that reflect groupings of records
based on common attributes. A simplified graphical depiction of the
framework is presented in Fig. 3.

The CBR engine is fundamental. By accessing knowledge contained
in the knowledge base, instead of relying on general knowledge about
a problemdomain ormaking associations through generalized relation-
ships between problem descriptors and conclusions, our CBR approach
utilizes specific knowledge of actual problem situations (cases) [1,41].
This is consistent with recent research showing use of CBR in the med-
ical domain for diagnosis, classification, tutoring, and planning includ-
ing therapy support [51].

A typical CBR cycle may be generalized as four processes: retrieval of
the most similar case(s) (including the tasks of situation assessment,
initial match and final selection); reuse of information and knowledge
in the retrieved case (by either copying or adapting solutions for that
case to suggest a solution to the current problem); revision of the pro-
posed solution for the new case (which includes some evaluation);
and retention of experiences for future problem solving [1]. Attempts
to apply the complete CBR cycle to themedical domain are rather excep-
tional [59], with the most challenging task being adaptation of past so-
lutions to new cases. Consequently, prior solutions have tended to
focus on situations that involve retrieving similar cases and presenting
them as information to the user. This is because:

• in medical applications it is too complicated/even impossible to ac-
quire sufficient adaptation knowledge; and

• GPs are interested in information about prior relevant cases, but
prefer to reason the current situation themselves.

Given that separate application of either datamining/text mining or
CBR principles cannot fully achieve the four requirements for decision
support, our framework, with its focus on case retrieval and provision
of relevant evidence for decision support, links the complimentary
merits of these approaches (see Table 4).

Having established the merits of integrating CBR as the reasoning
engine and data/text mining to create the knowledge base, the next
stage involved formulation of the proposed framework and related is-
sues like validation and implementation.
6.2. Our framework for an intelligent DSS in the context of pathology test
ordering

A detailed overview of our proposed framework for an intelligent
DSS is presented in Fig. 4. As shown, the structures of patient clusters/
clinical situations are specified by the data and text mining stages, with
this information used to support the CBR (see Table 5 for an overview
of this).

Consistent with the literature [1], our CBR cycle shown above
(see Fig. 4) includes case retrieval, case reuse, case revision and case
retention, with the outcomes written to the case base. Table 5 pro-
vides an overview of these steps.

The CBR structure deployed in this framework (see Fig. 4 and
Table 5) means case retrieval is flexibly possible at two levels. Firstly,
GPs can see patient clusters which are similar in terms of age, gender
and past pathology ordering patterns. This assists in determining the
tests that are most frequently ordered for such patients. Secondly, GPs
can refine their search criteria to identify a limited number of cases
that bestmatch the presentingpatient.While these levels of questioning
are possible using both data and text mining, the latter requires exten-
sive preparatory work in order to populate descriptions of the clusters.

As previously mentioned, our approach is not intended to replace
the decisionmaker. Rather it is designed to support GPs in pathology or-
dering at the point of care (the GPs' judgment is required to re-live the
logic and rationale behind the solutions to past cases and translate pre-
vious ordering experiences into the current scenario).While the imme-
diate task ends after GPs use information about past cases and decide
what tests should be ordered, the whole CBR process may (and indeed
should) continue until a new case is evaluated by a pathologist and that
information is stored in the pathology-request database. This progres-
sion affords the opportunity for future research into an integrated CBR
system that incorporates theworkflows of test ordering in general prac-
tice and feedback from pathology laboratories.
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Fig. 4. Framework for the proposed intelligent DSS.
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6.3. Evaluation of the proposed framework

While there are no formal methods for validating or evaluating a
conceptual model [55], descriptive evaluation may be performed on
an information technology artifact such as a DSS framework [35]. In
line with Hevner et al.'s model [35] and based on the purpose of en-
suring that the framework is sufficiently accurate for the task at
hand [15], we descriptively evaluate our framework (through making
informed arguments and scenarios) against the requirements for an
intelligent DSS articulated by the GPs (see Table 6).

Any design is inherently an iterative process [35], so our evalua-
tion is not the end of the design process. Instead, like the function-
ing of our DSS itself, this evaluation contributes feedback and
information about this artifact which would enhance its further
development [71].
Table 5
Steps in the CBR process.

Step Objective Activities

Case
retrieval

To achieve the best match between a
new case and similar cases available in
the case base

(a) Assess the new case in terms of
cluster-specific profiles;
(b) Find the cluster with the best ma
the new case; and
(c) Select information about past cas
“whole-cluster” or “best match” (ind
case) level

Case reuse To effectively reuse past solutions in
new case settings

The solution for the retrieved case(s
either directly copied or adapted to t
settings of the new case

Case
revision

To evaluate the quality of the
decision made for the new case

Provide expert feedback on the quali
the solution for the new case

Case
retaining

To maximize the amount of useful
knowledge about the new case

Incorporate the evaluation feedback i
new case

Case base To maximize the amount of
knowledge in the case base

Add the complete case to the approp
cluster in the case base
6.4. Implementation issues

In progressing to implementation of the DSS, one particular critical
success factor concerns the key stakeholders of the system, namely
GPs. It is essential to recognize that GPs often face information overload
[28]. Consequently, acceptancewould be enhanced if our DSS correlated
with their ordering patterns. In line with earlier research that has
established this as a process comprising seven stages, we believe our
DSS can accommodate these requirements (see Table 7).

The stages, from evidence to practice, would seem to justify confi-
dence that our DSS has potential to firstly meet the needs of GPs for pa-
thology ordering and secondly achieve a reduction in unnecessary/
unsuitable tests (see Table 7). Both are important goals, but implemen-
tation is best realized if key success factors are consciously accommo-
dated. Common to most technological initiatives, these success factors
Note

tch for

es at a
ividual

Parameters used in case retrieval may include patient related parameters
(such as patient age, gender, number of orders last year, number of tests
ordered last year, and average service lags last year), and/or clinically
related parameters (such as the presenting clinical problem, the clinical
condition of the patient, nature of the ordering, and medications the patient
is taking)

) is
he

Clinical judgment of the GP is required to reuse the past solution in the
settings of the new case

ty of Comments provided by the pathologist about the tests ordered can be
considered as an evaluation of the GP's decision about the new case

nto the Pathologist's comments are retained and integrated into the new case

riate The case base is updated with the case that includes pathologist's
comments. The new data/case base can serve as the starting point of the
next data mining stage



Table 6
Evaluation of the merit of the proposed framework.

Criteria Outcome

Evidence base Massive amounts of pathology ordering data are generated and stored by pathology companies. As demonstrated, we found potential
in exploring and using this data, supplemented with input (i.e. evaluation and comments) from pathologists, to support CBR. From a
practical (maintenance) perspective, it noteworthy that as new data becomes readily available, it only takes a single run of a data/text
mining cycle to generate updated clusters — an activity that should be supported by either the business analysts within the relevant
commercial pathology company or by public health authorities, not individual GPs. The outcome of these practices is solid evidence,
which is stored in a pathology request database. This knowledge, which is retained via the CBR process and periodically updated via
data and text mining, reflects the past pathology ordering practices of a large group of peer GPs and contains pathologist evaluation
and comments on these GPs ordering practices.

Situational relevance As information related to pathology requests is easily transferable through normal electronic means, evidence such as patient groups
and patient records best matching current patient characteristics and clinical situations, can potentially be made available online via
our intelligent DSS (which in turn can be accessed through a link incorporated into popular clinical information systems such as
Medical Director). This practice ensures ready accessibility to past cases, which provide patient oriented and/or clinical situationally
oriented perspectives that cater to GPs' daily practice.

Flexibility The intelligentDSS allowsGPs to enter patient characteristics and retrievepast casesflexibly, at the level of either clusters or individual cases,
in a timely and reliable manner. Specifically, it allows GPs to engage with the data to see patient clusters that are similar in terms of patient
characteristics and past pathology ordering patterns, and drill into the data to reveal details about the most relevant individual cases.

Interactivity The interaction with GPs that is permitted by the proposed intelligent DSS ensures optimummatching of cases against patient and clinical
criteria. Someof this interaction is evident in theprocesses described above related to flexibility,wherein GPs can interactwith the system to
retrieve past cases. Other interactivity is provided as the knowledge base is upgraded through runs of text/data mining that updates patient
clusters and reinforms the CBR cycle. Most importantly, while the system provides evidence of common practice, with which GPs can in-
teract, it does not prescribe what to order—GPs need to apply their judgment based on their knowledge of the patient. As GPs often care for
patients for protracted periods of time, the DSS would allow them to remain interactively at the forefront of alternative testing options and
maintain the relevance of their knowledge. A possible future extension could be to generate reminders for GPs about tests, alternative op-
tions and timing. Finally, given that the data related to pathology requests is fed (after evaluation and commenting by a pathologist) back
into the database, this means that the DSS is user-centered since GPs themselves contribute to ongoing development of the database.
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include: a shared vision; executive leadership; CEO support; and deci-
sion involvement [6,53,68]. Some factors have already been appreciated
as we evolved the framework for the DSS. For example, the online sur-
vey was conducted with the support of RACGP and the responding GPs
acknowledged the need for improvement in pathology ordering and a
more accessible, timely and relevant support process. This contributes
to the vision that key stakeholders were involved in decisions that led
to the design of the framework for the intelligent DSS.

The next step is to obtain executive support, or in this case ministe-
rial support, as government funding is required to take the prototype
framework from conceptualization to instantiation. Other support
needs to come: from the pathology services sector, to ensure that all
the relevant information or evidence (such as pathologists‘ reports on
past orderings, normality or abnormality of test results, patient out-
comes and relevant clinical guidelines) can be added to our DSS when
available; and from the health care sector and associated bodies like
RACGP to champion the advantages of the DSS in reducing demands
on public health funding through more effective use of resources.
Table 7
Consideration of the stages in Glasziou and Haynes' [28] research-to-practice pipeline and

Stages from
research to action
[24]

Implication Relevanc

Awareness The need to achieve awareness of relevant/valid evidence
against the information glut.

The DSS c
teractive
time.

Acceptance The need to be offered unbiased evidence vs. marketing,
reciprocity etc.

Given th
panel ap
conveyed

Applicable The need to target correct groups and convey evidence of a
range of related factors.

The uniq
about pa
accessed

Available and able Provision of availability and supporting evidence related
to options.

The DSS
interacti

Acted on Provision of reminders for medical/clinical management. At this in
Agreed to Facilitation of patient agreement to treatment. Given th

to respon
Adhered to Facilitation of patient adhering to treatment through

provision of succinct and effective advice and reminders.
Through
Performance issues are another area that requires consideration. To
improve acceptance and utilization, a feedback mechanism needs to be
included in the system where GPs can enter comments or suggestions
for improvement that are regularly reviewed and fed into future design
cycles. Further, usage needs to be encouraged and monitored.
7. Conclusion and future research directions

The aim of our studywas to design a framework for an intelligent DSS
to optimize GPs' practices in pathology test ordering. Here the optimal
(or appropriate) choice involves ordering the maximum number of
“necessary” tests and the minimum number of “unnecessary” and
“unsuitable” tests as indicated by clinical guidelineswithin constraints in-
cluding patient pressure, limited consultation times and cost consider-
ations. Given that the existing knowledge sources for GPs were found
to be difficult to access, we mined patient and clinical data contained in
past pathology requests to extract patient- and clinical situation-centric
its relevance to implementation of our intelligent DSS.

e to our intelligent DSS

an provide precise, regularly updated and relevant information in an integrated and in-
manner. It enables GPs to access the ‘right’ information in the ‘right’ format at the ‘right’

e range of material gleaned by text/data mining and CBR, together with the expert
praisal by pathologists, GPs should reasonably have confidence in the lack of bias
in the evidence in the DSS.

ue combination of text/data mining and CBR techniques ensures that information
rticular patient groups with distinctive characteristics and related factors can be
and retrieved by GPs with minimum time and effort.
is designed in such a way that it is evidence-based, situationally relevant, flexible and
ve. It enables GPs to access the most relevant evidence with ease and confidence.
itial stage of development of the DSS, this option is an area for future research.
e GP will have ready access to range of options and supporting evidence, the capacity
d to patient queries quickly and authoritatively will be enhanced.
the upgrade cycle, GPs can become aware of new alternatives more easily.
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knowledge. Then, through an online survey and literature review, we
established GPs' needs for a DSS that is evidence-based, situationally rel-
evant, flexible and interactive. Such a DSS offers the “right” knowledge
in the “right” format at the “right” time toGPs at the point of test ordering.

Methodologically, the advantage of the proposed integrated approach
is its ability to use the available information at the cluster level to form a
generalized case based on a set of similar cases. This presents a new per-
spective on the use of prototypes through case aggregation — one of the
current trends of medical CBR systems according to a recent overview
ofmedical CBR systems and systemdevelopment [51]. Adopting this per-
spective better equips the designers of a DSS to address the most chal-
lenging task for the CBR method — namely adaptation. In medical
applications it is almost impossible to generate adaptation rules that con-
sider all possible important differences between current and past similar
cases. Therefore, some adaptation solutions have been developed that are
rather typical for medical domains [59], one being to generalize from
single cases into abstracted prototypes or classes, since a problem for
A 65 year old woman with diabetes is being treated with oral hypoglycaemic agents. Over
profile apart from triglycerides which remain over 3 mmol/L. Her creatinine level was nor
tests this year. She is looking forward to seeing that her next set of results remain good.  

Q1: What tests would you order?

Full blood examination

Lipid profile

Plasma glucose

LFTs

Urea eletrolytes creatinine

ESR

INR for warfarin

TSH

Pap smear

Urine MC&S

Other test (if any):

1 (Very strong) 2 3 4

Q2: Why do you order these test (Please select the power of Opinion)
Suggestion: You can select the reasons below for detailed explanation.

Screening

Diagnosis

Monitoring

Prognosis

Patient pressure

Defensive behavior

Guidelines

Cost consideration

Other reasons (if any):

Submit

back to case index

Case 1
adaptation is the extreme specificity of single cases. This can be achieved
by retrieving past cases at the cluster level as described in the “case
retrieval” step detailed in this study.

It is noteworthy that the generic nature of the proposed approach
provides enough flexibility to customize it to other domains including,
for example, customer relationship management and customer care.
This and the applicability anduseability of ourDSS for other complex set-
tings and countries, constitute interesting and promising directions for
future research. Moreover, further research could explore external eval-
uation of the framework with experts and users.

In conclusion, our framework for the proposed intelligent DSS
draws together a new operative and robust methodology that can be
used to generate the required evidence to support GPs' decision mak-
ing and achieve more effective and appropriate pathology test order-
ing. Further, our process and framework contribute effective guidance
for practitioners as well as theoretical understanding concerning in-
telligent decision support in a complex environment.
Appendix A. Overview of the survey instrument

The survey commenced by asking general information about the participants. For example, gender, age group, and practice location, Section 1 then
posed, case by case, the 20 hypothetical clinical cases, followed by feedback, while Section 2 focused on GPs' perceptions of/requirements for an intelli-
gent DSS. For illustrative purposes we have shown a screen shot of hypothetical case 1 below.
 the 6 months she has demonstrated a stable HbA1c of 7.5% and also has a good lipid
mal 9 months ago and there has been no evidence of microalbuminuria on the last 2

Multibiochemical analysis

Serum glucose

Iron studies

HbA1c

PSA

Uric acid - serum

Histology

Hepatitis serology

CRP

Hormone profile

5 (Not strong)
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