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We discuss in this paper how the results of the discipline
known as Knowledge Management could improve some
types of Environmental Systems. In particular we discuss En-
vironmental Decision Support Systems (EDSS). In the last
decade, EDSS emerged as a suitable software tool to support
control decision-making to maximize the performance of a
system and to minimize the negative impact of faults. Knowl-
edge Management in Environmental Decision Support Sys-
tems appear as a necessity for EDSS users to place guaran-
tees on the system’s behavior but these methodologies are
still under-explored. In this paper, a first approach to put for-
ward a Knowledge Management Methodology by identify-
ing the most relevant issues, is introduced and discussed.
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1. Preamble

Complex rules govern the environment while the ac-
tion of humans has an important impact upon it. For
example, the increasing rhythm of industrialization, ur-
banization and population growth, which the earth has
had during the 20th century has forced society to con-
sider whether human beings are changing the condi-
tions which are essential to life on earth. Often, there

is a need to influence the dynamics of an environmen-
tal process and to bias its evolution into a desired di-
rection. But environmental processes are not easy to
model and our knowledge is still incomplete and uncer-
tain. Due to these factors it is very important that every
bit of knowledge about the processes, possibilities of
improvement, innovation etc. be effectively revealed,
pooled and distributed among all actors involved in the
process of environmental management.

In recent years Knowledge Management (KM) has
evolved from a desire to a full-fledged discipline that
is being adopted across several activity sectors [13].
Originally it was devised as a set of methods focused
on revealing theknowledge assets[38] of organizations
in order to improve their learning ability and, in so do-
ing, its possibilities to anticipate, innovate and secure a
competitive edge, knowledge management techniques
are being used in many fields to foster innovation. As
some authors in the area of Environmental Systems
have remarked [21], there is a pressing need to take ad-
vantage of the development of KM in Environmental
Informatics. However, there are some aspects of Envi-
ronmental Systems that introduce peculiarities in KM
and some exploration of methodological shifts has to
be done in order to benefit from the developments in
KM. We present a framework for setting KM projects
in Environmental systems and put forth a series of con-
ceptualizations and methodological aspects that repre-
sent a contribution to this adaptation of KM to Envi-
ronmental Informatics. More concretely, we focus on
Environmental Decision Support Systems (EDSS) [7–
9,28] and show how the general framework can be ap-
plied in setting KM projects in Environmental Deci-
sion Systems.

In the last decade, EDSS emerged as a suitable soft-
ware tool for supporting control decision-making to
maximize the performance of a system and to mini-
mize the negative impact of faults on the environment.
In many environmental processes this implies a con-
tinuous intelligent monitoring system, an increasing
volume of data and, in many instances, a decreasing
time horizon within which control decisions have to be
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made. Also, the global nature of environmental prob-
lems creates the need to distribute the computation,
and then again, the need for integrating and sharing the
obtained partial results. Moreover, and more critically,
EDSS are not only capable of generating reasonable
and understandable solutions, but also they should al-
low to progressively extend their domain knowledge.
This has been shown crucial to the acceptance of these
systems in real world domains [1] and [29]. EDSS are
environmental sensitive systems able to act to sustain
the environment. All these aspects, in conjunction with
the human expertise which is built around the oper-
ation and construction of these type of systems, give
rise to interesting questions for the management of the
knowledge generated by and around these systems.

Here we present a first approach to a Knowledge
Management Methodology by identifying the most rel-
evant issues and their consequences for the location,
leveraging and distribution of the relevant knowledge.

The organization of this paper is as follows. In Sec-
tion 2, we briefly characterize the goals of Knowledge
Management in general with a special focus on its rela-
tionship with Knowledge Based technologies. In Sec-
tion 3 we explore the issue of knowledge exploita-
tion both from the point of view of Artificial Intelli-
gence and Knowledge Management. The key idea is
to present AI technolgies as a sources of knowledge.
In Section 4, we address the present synergies between
Knowledge Management and environmental systems,
surveying some recent proposals. Then, Section 5 de-
scribes a general model for EDSS remarking the is-
sue of the exploitation of different sources of knowl-
edge. We present a framework based on three dimen-
sions for devising knowledge management processes.
After that, the approach is particularize for EDSS and
we discuss how the quality of this management is crit-
ical for a good performance of this type of systems.
In Section admp we introduce agents technology as a
possible metaphor to implement EDSS using a KM ap-
proach.

Finally in Section 7, some conclusions and open
questions are discussed.

2. Knowledge Management: an overview

Knowledge Management (KM) is a discipline whose
main goal is to develop methods and tools for detect-
ing, leveraging, distributing and improving the knowl-
edge assets of an organization [26]. Its background
comprises several different sources as organizational

theory, information systems, general management the-
ory, knowledge representation, human and machine
learning, sociology of work, etc.

The dominant view of KM takes as starting point
that knowledge originates and evolves within a com-
munity of people inside an organization with a com-
mon set of goals [42]. Knowledge is created, shared,
and distributed by a given set of explicit or implicit
rules which are common to all members of the organi-
zation. This knowledge takes very different forms, not
all of them amenable to computerized treatment, not all
of them easily converted into data. A frequent distinc-
tion is made betweenexplicitandtacit knowledge [26].
Roughly speaking, the first one is that type of knowl-
edge that can be verbalized easily or represented by
documents, data files, rules of operation, etc. It is more
of a definitionalnature than atacit knowledge. This is
more closely tied with behavioral and sensorimotor as-
pects of knowledge. It is characterized by the difficulty
of being aware of its possession and consequently, it
is much more difficult to elicit and to make it explicit.
This is something that should sound quite familiar to
anyone in Artificial Intelligence who has been involved
in knowledge elicitation from experts. In any case, it
is widely recognized as a benefit for the whole orga-
nization to have instituted practices, tools and systems
for turning implicit knowledge into explicit knowledge
and, as a result, being able to distribute the relevant
knowledge to the relevant people in the organization so
as to foster organizational learning. It is a given of this
conceptualization that organizational learning includes
innovation and that innovative attitude improves the
overall ability of the organization to compete. When
adopting a knowledge management perspective several
levels of ambition can be chosen:

1. Strategicknowledge management deals with pin-
pointing opportunities to find, distribute and
transfer knowledge related to the long-term goals
of an organization. This includes, for example,
the decision to shift from one sector of activity to
another one.

2. Tactical knowledge management is devoted to
finding, distributing and transferring knowledge
for the medium term goals of an organization.
Usually, that implies and specialization of the
strategic level initiatives to several areas of activ-
ity within the organization.

3. Operationalknowledge management which im-
plements the previous type of KM on the systems
in charge of daily or short term operations. Typ-
ically, this may include changes in the available
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data collection, in the interpretation subsystems,
in the organization, and in the associated human
practices.

What is common to any level of ambition is the need
to find the pockets of knowledge, to devise ways to
make it explicit and distribute it and to find and im-
plement methods, tools and routines to transfer that
knowledge effectively to actual people or systems.
These steps can be done in several different ways. Usu-
ally KM needs to deal with how people work, how they
conceptualize their work and how they turn implicit
knowledge into explicit knowledge. However, it also
has to deal with deciding which IT systems give sup-
port to these type of activities and how to change the
human and IT dimensions as well as which are the re-
lationship of these two dimensions with the business
dimension. See [12,13,26,43] for a thorough discus-
sion of all these aspects and a huge collection of ap-
plication cases. A common criticism in all these dis-
cussions is the one that says that knowledge manage-
ment methods should not be identified with the con-
struction of Information Support systems to help in lo-
cating, eliciting, distributing and transferring knowl-
edge. For a comprehensive discussion about this and
for an illustration of actual IT systems giving support
to KM projects, see [3]. Knowledge management in-
volves, then, aspects related to people, to information
systems and to business practices.

Several studies can be found which address the op-
portunities for cross-fertilization between KM and En-
vironmental Informatics. See, for example, [39]. Other
classical examples of KM involve an environmental as-
pect such as the much praised British Petroleum KM
Global system which has some aspects for dealing for
environmental emergencies related to the company op-
erations [2]. We will focus the discussion on its appli-
cation to EDSS.

3. EDSS: exploitation of knowledge resources

In discussing how Knowledge Management can be
applied to EDSS, we have to set out by establish-
ing what type of system an EDSS is and how it is
organized. We will discuss which are the knowledge
sources that any of such system should use and which
are the opportunities for KM.

Our proposal for an architecture for Knowledge
Management in EDSS has three levels: Data Gathering
and Interpretation, Diagnosis or Prediction, and Deci-

Fig. 1. EDSS architecture.

sion Support (see Fig. 1). Those levels allow to capture
the complex nature of environmental problems and to
specify the interaction between the different levels of
reasoning involved. It is meant to be implemented as
a multi-agent system where agents respond in a ratio-
nal way to their goals and events that occur in their en-
vironment. These agents have a specific set of condi-
tions and associated goals, which indicate the events
they should respond to. This architecture stresses the
problem of heterogeneous information and knowledge
sources. EDSS usually need to cope with very differ-
ent types of data, usually ranging from huge amounts
of numeric streams arriving in real time from a variety
of sensors, to visual information from video cameras,
to quite informal messages such as telephone calls. In-
complete, or even erroneous data may arrive.

EDSS use different knowledge resources and this
usually implies different ways to extract knowledge
from information, that is, for making explicit the
knowledge that is implicit in the data. The appropri-
ate interpretation of this combination of several knowl-
edge sources will result in the identification of the en-
vironmental events as:

1. Hazard identification.
2. Risk Assessment.
3. Risk Evaluation.
4. Intervention/Decision-making,

where an EDSS play an strategic role in the decision-
making chain aiding to solve problems more effi-
ciently.
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Fig. 2. Intelligent data access.

In the first step of any knowledge management cy-
cle, that is to say, elicitation and extraction of knowl-
edge, the intelligent access to data (see Fig. 2) provides
a wide selection of helpful and powerful tools to ex-
ploit the various Knowledge resources that are avail-
able.

In environmental problems, the data space is not
very easy to define, collect or interpret. In the explicit
data level, there are several typical sources of knowl-
edge. We can find conventional data bases in the form
of object-oriented databases or relational databases
that require, on the one hand specialized accessing
languages and on the other hand, perfect matching
procedures for retrieving information. Other sources
of knowledge are knowledge-based systems as Expert
Systems that assume a predefined knowledge struc-
ture. Depending on the system, the constraints on the
accessing language and the matching procedures may
also be applicable. Some other systems in this area per-
mit a more flexible expression of knowledge queries
and inexact matching procedures. For example, fuzzy
logic systems show this flexibility.

More elaborated methods for knowledge exploita-
tion such as knowledge discovery in databases or data
mining are used to find hidden relationships from data
reflecting past EDSS operations. So, data mining can
be seen as a tool to elicit knowledge from explicit data
sources.

EDSS systems have been tied to Multimedia and
Geographical Information Systems (GIS). These sys-
tems provide new and very valuable sources of infor-
mation. Unfortunately, the automated interpretation of
the implicit knowledge is not so amenable to auto-
mated knowledge extraction methods [22]. For most of
the Environmental problems there is a large amount of
data about the processes themselves but the informa-
tion about the causal or dependence relations among

the relevant variables is usually not well-known or very
rare [18].

One possible way out of this problem is to use Case-
Based Reasoning (CBR) tools which usually allow
fuzzy (i.e., imprecise) search. In a sense, CBR imple-
ments a sort of automatic ranking of past lessons, much
in tune with the well-known method of expliciting and
making availablebest practicecases and solutions that
is quite widespread in many knowledge management
methods. Moreover, CBR allows systems to detect im-
passes. This technology permit EDSS to learn by giv-
ing access to experience and expertise [32]. In some
cases the use of a CBR approach includes the exten-
sive application of ontologies to improve the use of
the domain from past experiences and diminish the im-
passe situations. What is still lacking is clear under-
standing of how to build an ontologies in a systematic
way [6]. Another source of knowledge that is highly
relevant to EDSS and which is fundamental from a
Knowledge Management perspective is human origi-
nated knowledge. One can find several profiles of peo-
ple around an EDSS that may have some degree of
knowledge which could be relevant to decision mak-
ing. Usually this people ranks from the ones who de-
signed the system to the those that take operational de-
cisions based on its workings. Anyone involved in the
design of EDSS or the actual environmental system op-
erating under its control is potentially a source of in-
formation and knowledge. Several tools can be devised
for serving this community, extracting the knowledge
they possess and distributing it to other potentially rel-
evant people that could learn from the accumulated
knowledge. Note also, that in doing so, it is important
to spot which types of this human originated knowl-
edge could get into the EDSS knowledge system. In
other words it is necessary to know which types of hu-
man knowledge can be made explicit in a form equal
or at least similar to the one that is used to represent
the knowledge that is used by the automated system.

4. Knowledge Management in EDSS

A Knowledge Management process usually starts by
trying to answer two questions: What kind of knowl-
edge is it necessary to integrate? and How to inte-
grate it? The first question is usually approached as
a knowledge acquisition step which is generally ac-
knowledged to be a very slow and expensive process.
Knowledge Acquisition in Environmental Problems is
no exception. The availability of knowledge or even
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Fig. 3. Integrating technologies: What?

data sources is low given that, in many cases knowl-
edge about an environmental process is considered
strategic for the company that owns it and therefore is
not to be shared.

About what is necessary to integrate (see Fig. 3)
there seems to be a first level of integration that is made
up from the incoming real data from on-line sensors
and/or other sources.

Typically, the knowledge that is integrated is:

1. Data from sensors.
2. Knowledge used in decision making.
3. Knowledge from people related to the EDSS.

About thehow aspect of its integration we distin-
guish several steps that we have namedclassifica-
tion, correlation and search. Usually the methods in
charge of this first step of acquisition and integration
are some form ofclassification process. Classification
aims at data complexity reduction and at increasing the
level of abstraction in the description of the knowledge
sources. In fact, the resulting description of a classifi-
cation process implies change in the description lan-
guage that evolves from a data language to a knowl-
edge description language. Ideally this knowledge de-
scription language should adhere to the ontology of the
domain.

Once a classification is obtained a second step takes
place. What we call thecorrelation stepboils down to
the use of the indexation produced by the classification
process to create abstract types of objects as classes
and/or prototypes that can be used in reasoning during
the decision-making process. In the correlation phase,
it is important to discover the existing relationships be-
tween abstract objects and the intended decisions. This
involves some type of knowledge validation. It is typ-
ical to measure how the use of an abstract object im-
pacts on the quality of the decisions.

From the point of view of knowledge originating in
people, we could see the classification-correlation pro-
cesses also as a valid way of looking at what is go-
ing on in the explicitation of relevant knowledge, that
is, at knowledge acquisition. The usual approach [3]

is to use the interactions of people with some type of
knowledge sharing system to extract new knowledge.
This type of systems usually involve some utilities
for messaging, document searching, expertise location,
conferencing, etc. In that case the task of classifica-
tion mines user-generated information in order to spot
chunks of documentation that relate to the important
concepts used in decision-making or that are associ-
ated with environment problems descriptions and solu-
tions. Clustering processes for finding relevant groups
of documents related to concepts, problems and pro-
cess states or possible solutions are used in that clas-
sification step. Correlation here usually takes the form
of relating classified documents or recommendations
with the concepts and parameters that describe the cur-
rent situation where decision making is taking place.
The sources of this human originated knowledge are
commonly unstructured and so could make the classi-
fication process harder. If, however, an organizational
memory is used where the structuring concepts are the
same or, at least, related to the ones used in the domain
ontologies, then the process is much easier as is the
correspondingcorrelationstep. If all users of the sys-
tem share some type of organizational memory where
documents are added to and retrieved from, the corre-
lation step has to be able to relate the documents rele-
vant to the current decision-making situation. It is im-
portant to note that this memory is not simply a data
base or a documentary data base. Instead, it tends to
be a very structured knowledge base built upon docu-
ments generated as products of the day-to-day opera-
tion of the organization. Progress reports, anomaly re-
ports, project descriptions, etc. are analyzed in order
to extract the relevant knowledge and are related to
organization-wide ontologies that allow very sophisti-
cated searching.

One typical way of setting this systems is adopting
the Knowledge Pump perspective [19] where interest
and competence of people with reference to a given
set of topics (related to the operation of the organi-
zation) are evaluated in terms of which types of doc-
uments from the organizational memory are browsed
by a person (which is taken as a measure of his or
her interested in the topic) and which documents are
contributed by that person (which are taken as a mea-
sure of his or her competence in the main topic of the
document). Of course, this idea is being extended to
sources of knowledge other than documents, for exam-
ple, using mail messages related to a topic or contri-
butions to bulletin boards. The important thing is that
a set of knowledge coming from humans (documents,
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mail, and so on) is analyzed and classified in relation to
the ontology of the organization and then they can be
searched in a very sophisticated way (as for example
by recommender systemswhere the process of search-
ing and its results vary according to the previous inter-
ests and competence of each single user). Usually cor-
relation is made here in a different, not so automatic
way, which usually amounts to locating the person in
possession of a given knowledge and jointly deciding
which course of action to take. However, there are sys-
tems that try to integrate both levels of decision mak-
ing: the one that is more related to the automatic oper-
ation of the system and the one that involves negotia-
tion between humans. The component that allows the
bridging of the two systems is the common ontology
used to classify knowledge at both levels.

5. Integrating technologies: the role of ontologies
and tasks

In the search phase, the Knowledge Management
System will select the relevant complementary infor-
mation for the decision-making process. Also, in this
phase, there is a task devoted to finding and organiz-
ing the context dependent information. We can identify
this phase as a first step towards the construction of an
ontology [20]. This methodological approach suggests
that large knowledge-based systems should be orga-
nized (integrated) in order to facilitate knowledge ac-
quisition and maintenance. This is clearly related with
the notion of Knowledge-Level Model [25]. About
how to integrate knowledge, the processes are more
complex and most of the involved tools and meth-
ods are necessarily specialized for each domain (see
Fig. 4).

The integration of raw data is usually carried out by
means of a kind of data structures ranging from Data
Bases to Knowledge Bases. More elaborated struc-
tures, as ontologies, are important as they include both
data and knowledge. An ontology provides the means
for describing explicitly the conceptualization behind
the knowledge represented in a knowledge base. On-
tologies are effective ways to unify terminology in a
given domain. That is, they provide a means for com-
mon domain modeling. All this integration will lead
the EDSS towards the extensive use of domain mod-
els in the sense of components of expertise [35]. These
models should reflect both the operational and strate-
gic knowledge embedded in the system and used by the
people around it. This integration of knowledge struc-

Fig. 4. Integrating technologies: How?

tures and methods describes the domain’s deep knowl-
edge level.

During the integration phase the notion of task is
important. A task is an abstract description of what is
needed to do in order to achieve an objective. Usually,
tasks are decomposed following a top-down approach,
and described by means of an and/or tree. Once tasks
are decomposed they have to be distributed among
agents. The general description of a task includes its
name a short description, input and output, task struc-
ture, its control, preconditions and the required con-
ditions and capabilities of the performer (an agent).
In the integration phase correlation takes profit of the
existing data or knowledge structures. The use of un-
supervised discovery methods as for example: Data
Mining, Knowledge Discovery, etc. helps to build new
ways to interpret the domain. The problem-solving
methods apply domain knowledge to accomplish an in-
tended task. In general, they perform two functions:
divide a task into a number of sub-tasks or directly
solve a sub-task. In either case, they can consult do-
main models; create or change intermediary problem-
solving structures; perform actions to gather more data,
for example, by querying the user or performing a mea-
surement (see Fig. 2); and expand the problem solv-
ing situation model by adding or changing facts. This
integration and distributed problem solving is able to
cope with the supervision of the different tasks of the
system, to deal with any kind of data gathered from
the process (quantitative and qualitative), and to in-
clude different types of knowledge co-existing in the
domain: numerical, experiential, and predictive. The
task of co-ordination among the different levels of ab-
straction could be performed by an agent that is respon-
sible for detecting interdependencies between agents’
activities, this assures a correct distribution of tasks in
the decision-making process.

6. Agents and the decision-making process

The decision making process relies on a cycle that
includes: recognition of the causes of an event (diag-
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Fig. 5. Decision tree to deal with deflocculation problem in wastewater treatment plants.

nosis) or the causes for a future event (prediction), plan
formation to solve the incidences and, execution of the
selected actions. Any agent that performs its activities
in a changing world must model that world internally.
We put forth here a general framework based on agents
in order to support all this cycle. The whole EDSS
will be a set of cooperating agents, that is a MultiA-
gent System. The existence of an appropriate ontol-
ogy is assumed as the completion of the task decom-
position step. Several different alternatives for agent-
based systems are possible to implement a decision-
making system. Some agents can model aspects of the
world in a explicit way and reason about them. In other
multi-agent systems, these models are often distributed
throughout the architecture as the model is not always
needed to identify local changes or to solve local prob-
lems [16]. Figure 5 shows a decision tree that integrates
part of the information that DAI-DEPUR [31] uses to
take decisions. Although it refers to a very specific case
in the Wastewater Treatment process, it shows the flow

of information from sensors and laboratories (on the
top) towards the Reasoning components. This figure
shows different kinds of knowledge facilities that have
to be used and coordinated using very precise commu-
nication protocols. The modeling of different kinds of
knowledge or domain theories into separate levels pro-
vides the architecture with the additional modularity
and independence that are required to achieve general-
ity. The main reasons for interconnecting autonomous
agents and expert systems, as shown in Fig. 6, are:
to enable them to co-operate in solving problems, to
share expertise, to allow parallel work, to take profit
of modularity, to allow the system to be fault tolerant
through redundancy, to catch and take profit from mul-
tiple viewpoint and knowledge/expertise of multiple
experts, and to be reusable. Many EDSS could be ana-
lyzed as Cooperative Information Systems [40] where
agents are used to cope with the different sources of
information and the different tools used for problem-
solving (see Fig. 6). For EDSS to be able to co-operate
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Fig. 6. Cooperation among agents.

they must have an intelligent interface that can cope
with all types of requests and eventualities. Through
this interface the system can communicate with other
systems and reason about the information it contains.
In this perspective, agents are given with meaningful
units of work or tasks to be solved. Performing a task
in many situations involves to initiate a communication
with other agents. The design of the communication
protocols among the different agents is decisive in the
system’s performance. A communication protocol de-
termines how illocutions among agents are structured.
Agents may simply give orders to others and expect
them to be executed, in other cases negotiation or more
complex exchanges can take place. The communica-
tion channels through which information moves from
one agent to another can differ in many ways as for
example:

– The medium (Internet or local nets).
– The form of addressing (broadcast, black-board,

subject-based, personal communication, etc.).
– The locality.
– The persistence of the communication

(How long?).

When something fails in this integration process
then an impasse situation is produced. Failures can oc-
cur for example when an agent is unable to finish its
task or to deliver the results of their task on time. As
said before, the use of specific ontologies is one pos-
sibility to reduce the number of unsolved impasses.
Plan formation requires co-operation between the dif-
ferent agents or knowledge-based systems (see Fig. 6).
Agents are autonomous in the sense that they perform
their tasks regardless of whether they are required or
not. Moreover, we assume a hierarchical coordination
where commands flow down the agent hierarchy and
status information flows bottom-up. In these systems
each agent usually owns an agenda containing the ac-
tions to be performed and the agent’s objectives. This
agenda helps the agents to build plans and to accept
tasks from the manager.

The distribution of tasks can improve the system
performance. Durfee [14] indicates that the combina-
tion of efforts brings:

– Confidence: Independent derived results can be
used to corroborate each other, yielding a collec-
tive result that has a higher probability of being
correct.

– Completeness: The union of the different subtask
results can cover a greater proportion of the over-
all task.

– Precision: To refine its own solution, an agent
needs to know more about the solutions that oth-
ers have formulated.

– Timeliness: Solving subtasks in parallel can yield
an overall solution faster.

For EDSS the best mechanism for task distribution
are:

– Multi-agent planning: i.e., planning agents have
the responsibility for task assignment.

– Agency structure: i.e., agents have fix responsibil-
ities for particular tasks.

In this phase, the reasoning components of each
agent in the system have to perform its assigned task.

7. Conclusions

Solutions for efficient Knowledge Management in
Environmental Decision Support Systems have to be
developed. As we have shown one has to consider the
great variety of data, and the strong dependencies of
environmental processes on local constraints, such as
weather conditions, climatic aspects, geographical po-
sitions, environmental and/or health law regulations,
etc. Methods, Models and Tasks are means to en-
sure desirable Knowledge-Based behavior and are cru-
cial elements of the Knowledge-Based Systems de-
sign [35]. These represent the components of expertise
needed to handle the problem. In Fig. 7, we advance
a proposal to combine those components of expertise
to build EDSS. Advances in the area of Model-Based
Reasoning are very promising [24] and specific mod-
els are to be developed for this field. Environmental
problems require models of a great generality, preci-
sion (if possible) and realism. Agent-based architec-
tures introduce a powerful metaphor in the field of
EDSS as agents integrate a collection of functionali-
ties, achieved by the interplay about certain problem
types and about the environment in which those agents
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Fig. 7. EDSS development process.

operates. This allows the system to react to the changes
of the environment and new situations and it is able to
interact with other agents looking for an answer. The
use of multi-agent systems to distribute problem solv-
ing demands both group coherence and competence.
As stated the methodological use of Knowledge Man-
agement in Environmental Decision Support Systems
is an open field of research in which a first attempt is
the one reported by I.R.-Roda [30].

From our point of view, Knowledge Management in
EDSS research has to deal with the following issues:

– Techniques for the effective integration of several
data, knowledge and AI techniques.

– Improved knowledge acquisition methods.
– Ontologies or equivalent paradigms to represent

better the knowledge over the Environmental sys-
tem.

– Development of specific coordination models for
Environmental problems.

– Intelligent sharing and reuse of knowledge.
– Reuse of EDSS generic models and tasks.
– Security issues.
– Validation procedures.
– Definition of performance metrics.

– Definition of agent performance measures.

In Fig. 7 you can see depicted an EDSS develop-
ment process following the methodology proposed in
[30]. The collection of data, data analysis and model
selection phases clearly answer the question: what kind
of technologies are needed? The rest of the model im-
plementation, model integration and EDSS evaluation
phases answer to the question: how to integrate those
technologies? In our opinion this represents an easy
way to transport and reuse past experiences from an en-
vironmental process to another. Also this methodology
is general enough to be applied to other fields where
complex processes exist. We have to keep in mind
that environment is a critical domain where wrong
management decisions may have disastrous economic
and/or environmental consequences. EDSS are impor-
tant tools to understand our environment and to de-
sign the development of our societies to be sustainable.
EDSS can play a key role in the interaction of man and
environment, as they have to cope with the multidis-
ciplinary nature and high complexity of environmental
problems, and so they result in a very fruitful field of
work.
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