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Applications
from from Wang et al, 2014
Different embedding models of relations and triples 
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Applications

• Some applications with more details: QA
– Bordes 2014’s approach is based on converting questions to 

(uninterpretable) embeddings which require no pre-defined 
grammars or lexicons and can query any KB independent of its 
schema. 

– He focuses on answering simple factual questions on a broad 
range of topics, more specifically, those for which single KB 
triples stand for both the question and an answer.

• automatically generating questions from KB triples and 
treating this as training data

• Supplementing this with a data set of question collaboratively 
marked as paraphrases but with no associated answers.
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Patterns for generating questions from ReVerb triples
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Applications

• QA
– Embedding Reverb
– The model ends up learning embeddings of symbols, either for 

entities or relationships from ReVerb, or for each word of the 
vocabulary. The embeddings are used for scoring the similarities of 
a question q and a triple t, i.e. learning the function S(q,t).  

– It consists of projecting questions, treated as a bag of words (and 
possibly n-grams as well), on the one hand, and triples on the other 
hand, into a shared embedding space and then computing a 
similarity measure (as the dot product) between both projections. 
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Applications
• QA

– Scoring function: S(q, t) = f(q)Tg(t)
• f(·) a function mapping words from questions into Rk, f(q) = 

VTΦ(q). 
• V is the matrix of Rnv×k containing all word embeddings v that 

will be learned,.
• Φ(q) is the (sparse) binary representation of q (∈ {0, 1}nv) 

indicating absence or presence of words. 
• Similarly, g(·) is a function mapping entities and relationships 

from KB triples into Rk, g(t) = WTΨ(t). 
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Applications
• QA

– Scoring function: S(q, t) = f(q)Tg(t)
• W is the matrix of Rne×k containing all entity and relationship 

embeddings w, that will also be learned. 
• Ψ(t) is the (sparse) binary representation of t (∈ {0, 1}ne) 

indicating absence or presence of entities and relationships. 
• An entity does not have the same embedding when appearing 

in the left-hand or in the right-hand side of a triple. 
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Applications

• RAE for paraphrase detection
– From Socher et al, 2011
– RAE learns feature representations for each node in the tree such that 

the word vectors underneath each node can be recursively 
reconstructed. 

– These feature representations are used to compute a similarity matrix 
that compares both the single words as well as all nonterminal node 
features in both sentences.

– In order to keep as much of the resulting global information of this 
comparison as possible and deal with the arbitrary length of the two 
sentences,  a new dynamic pooling layer which outputs a fixed-size 
representation. Any classifier such as a softmax classifier can then be 
used to classify whether the two sentences are paraphrases or not.
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Paraphrase detection with RAE
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Applications

Paraphrase detection with RAE

Representing  a sentence as an ordered list of these vectors (x1, …,  xm)
This word representation is better suited for RAEs than the binary 
number 
representations used in previous related models.
A tree is given for each sentence by a parser. 
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Applications

Paraphrase detection with RAE

The binary parse tree for this input is in the form of branching 
triplets of parents with children: (p → c1c2). 
Each child can be either an input word vector xi or a nonterminal
node in the tree. 
For both examples in last slide, we have the following triplets:
((y1 → x2x3), (y2 → x1y1)), ∀x,  y ∈ Rn. 
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Applications

Paraphrase detection with RAE

Compute the parent representations.
p = y1 is computed from the children (c1, c2) = (x2, x3) by one standard 
neural network layer: p = f(We[c1; c2] + b), 
where [c1; c2] is simply the concatenation of the two children,
f an element-wise activation function and We ∈ RnX2n (the encoding 
matrix). 
how well this n-dimensional vector represents its direct children?
decode their vectors in a reconstruction layer and then compute the 
Euclidean distance between the original input and its reconstruction.
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Applications

Parsing using Matrix 
Vector RNN, 
Socher et al, 2011
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Parsing using Matrix 
Vector RNN, 
Socher et al, 2011
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Applications
Zhang and
Wallace, 2015

An example of using CNN
for sentence classification
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Neural-image QA (Malinowski et al. 2015)
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Applications

Aleksandr Kimashev, 2017, 

more examples of 
sentence classification
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Conclusions

• Embeddings
– Good for words, LM, MT, Sum

• Billion of words for learning models
• Unsupervised learning from domain specific corpora
• Probably better than LSI; LDA, …
• Combining unsupervised learning with task-dependent supervised layers

– Not so good for composition of words into more complex units
• Convolution and pooling seem to be rather naïve approaches for dealing with 

word order and relevance.
• Socher’s approaches seem to go in the good direction

– Including  additional information beyond words: pos, parse, synsets, …

– Nice to embed KB
• Freebase, dbpedia, BioPortal, …
• Other rdf (why not owl) modeled KB
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Conclusions

• NN models
– Many new models
– Many forms of combination

• Stacking
• Bidirectional
• Attention-based
• Memory-based
• Combining task-specific models for NN architectures

– Combination with other approaches:
• Reinforcement learning
• Building NN from complex kernels (sequence, tree, graph)
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Conclusions

• Deep Learning
– Good Results in many NLP tasks
– Need of big datasets for training
– Good learning capabilities

• Big models
• Efficient use of computer resources, GPU, …

– Difficult to interpret
• Magic, miracle ???
• Can we get conclusions from a successful model ??

– Greedy learning of layers is ok??
– How many layers ??
– How many neurons in each layer ??
– How about not NN-based models (deep graphical models, …) ??
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