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Abstract. This paper proposes the use of ontologies representing
domain and linguistic knowledge for guiding natural language (NL)
communication on the Web contents. This proposal deals with the
problem of accessing and processing the Web data required to answer
user consults. Concepts and communication acts are represented in the
conceptual ontology (CO). Domain-restricted grammars and lexicons
are obtained automatically by adapting the general linguistic knowledge
to cover the communication acts for a particular domain. The use of
domain-restricted grammars and lexicons has proved to be efficient
especially when the user is guided in introducing the NL queries. Once
the query has been processed, the system fires the appropriate wrappers
to extract the data from the Web. The domain concepts described in the
CO provides a unifying framework to represent the knowledge obtained
from the various Web sources. Following this proposal, a dialogue-
system for accessing in Spanish to a set of Web sites on the travelling
domain has been implemented.

1 Introduction

The Web is a huge repository of text, images and services. Though the Web was
designed primarily for human use, a user faces different problems when accessing a
specific Web site: locating the relevant Web sites, accessing different protocols and
facilities, executing services, etc. The problem of locating Web sites where useful
information is placed has been widely addressed and alot of browsers, meta-browsers
and information agents have been built (see for instance [15]). However, there are not
many systems supporting friendly and intelligent access to the Web contents. Existing
NL interfaces (NLIs) accessing different types of applications (i.e. databases), cannot
easily be adapted to support communication on Web contents. The main reason is that
Web sources are not designed to be processed automatically, they are heterogeneous
and change rapidly.

Although the NLI systems accessing the Web gather information from various
Web sources, this problem differs from the Information Extraction ([9], [17]),
Information Integration ([11], [15]) and the Question Answering ([5], [19])
paradigms. In NLI systems, tasks are well defined and users can be guided to express
their information needs. Additionally, many NLI systems use domain knowledge and
domain reasoning to respond user requests in aintelligent manner ([16]).



This paper presents GIWeb, a NLI system supporting communication on the
contents of a collection of domain-restricted Web sites. To achieve an efficient
communication the system uses a CO representing domain concepts and
communication tasks and a linguistic ontology (LO) representing general linguistic
knowledge. The system generates domain-restricted linguistic resources by adapting
the general linguistic knowledge in the LO to cover the communication tasks for a
particular domain. The use of domain-restricted grammars and lexicon has proved to
be efficient especially when the user is guided about the system conceptual/linguistic
coverage. GIWeb guides the user by showing in the screen the NL options acceptable
at each state of the communication. The system is capable of responding properly to
avariety of requests involving knowledge in a collection of domain-restricted Web
sites. Once the query has been processed, the dialogue component controls the
obtaining and processing of the Web contents required to answer.
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Fig. 1. Guiding the user to introduce the NL sentences

An overview of the system is given in Section 2. The Section 3 describes the
obtaining of domain-restricted grammars and lexicons. Section 4 describes the flow of
communication. Finally, specific details of the representation of the Web contents in
the CO are given in Section 5.

2 An Overview Of The System

The NL components of the system were adapted from those of GISE ([2], [3]), a
system using a CO to support NL communication with Knowledge Based Systems
(KBSs). The GISE components were adapted to provide NL access to Web contents.
The tasks of communication in NL consulting systems mainly consists of operations
consulting particular knowledge on the domain. In those systems, user interventions
cover arich variety of linguistic phenomena. The system must support direct, concise
and ungrammatical utterances to achieve a natural interaction. Additionally, tackling



consults on Web contents involves accessing and processing the datain various Web
sources.

In the system GIWeb, the knowledge involved in NL communication is
represented in separate, reusable knowledge bases: the CO, representing the
conceptual knowledge, the Linguistic Ontology (LO), representing general linguistic
knowledge, and a set of control rules (CR), generating the domain-restricted
grammars and lexicons by adapting the general linguistic resources to those required
for a specific domain. A wrapper system was incorporated for accessing the
information in the Web.

CO is the skeleton for anchoring the description of the concepts of a particular
domain. The CO is organized in three independent taxonomies, representing domain
concepts, attributes describing these concepts and operations to be performed on the
domain concepts. The description of the domain concepts in the CO provides a
framework for integrating the information from several Web sources.

The attributes describing concepts were classified according to a semantic-
syntactic taxonomy in order to favor the generation of the domain-restricted grammar.
The basic classes are associated with the different grammar roles in the sublanguage
considered. The syntactic-semantic classification of attributes allows a variety of
different linguistic coverage for each attribute class. Current implementation uses 19
basic classes. Although the attribute classification is based on Spanish linguistic
distinctionsit is easily portable to other languages.

The taxonomy of operations describes the communication tasks. Operations are
classified as simple or complex. Simple operations involve one conceptual instance.
Complex operations involve several instances. Complex operations provides
inferential and reasoning capabilities to answer complex questions. If specialized
tasks for a domain are required, they have to be incorporated into the taxonomy of
operations.

The general linguistic knowledge needed to cover the expression in Spanish of the
operations the system performs is represented in the LO. Following the Nigel
grammar ([20]), the linguistic knowledge was organized in three main classes: the
class clause (having a subject and afinite verb), the class group (having a head and a
variable number of modifiers) and the class word (representing verbs, nouns, articles,
etc.). Objects representing linguistic classes are assumed to be common to al
domains. Objects representing the specific aspects of the information to be expressed
for each domain are represented as instances of the linguistic classes. In current
implementation, there are 130 subclasses of the class clause, 53 subclasses of the
classgroup and 93 subclasses of the classword.

The control information to obtain the linguistic structures necessary for a particular
domain is represented by the CR. Rules are of the form: conditions --> actions.
Conditions basically consist of descriptions of objects. Rules are applied over objects
in the CO and the LO satisfying required descriptions. The actions performed by the
rules are operations consulting and modifying the objectsin the CO and LO. Rules are
grouped into rulesets. Each ruleset performs a different action and each rule in the
ruleset considers a different type of object. The basic set of control rules consists of
46 rules grouped into 9 rulesets.

The information from the dynamic heterogeneous sources in the Web is obtained
by wrappers. In the Web environment, a wrapper can be defined as a processor that



converts information stored as in a HTML document into information explicitly
stored as a data structure for further processed. The primary advantage of building
wrappers to extract information from the Web is that they provided an integrated
access to several sources. GIWeb incorporates a wrapper system providing a special
language for describing Web pages. Although a description must be given for each
page organization, frequently there are Web pages sharing a common organization,
such as those generated by a Web service. GIWeb uses two families of wrappers to
extract the data from the Web pages and represent it in the CO.

The current implementation of the system has been applied to provide access to
several Web sites containing information on trains and buses.

3 Obtaining Domain-Restricted Grammars And L exicon

Obtaining the domain-restricted linguistic resources consists of adapting the CO
and the LO to a specific domain. Representing the domain knowledge in the CO
consists of describing the concepts involved in the communication for a particular
domain as subclasses of the general concepts. Each domain concept is described by an
identifier, aprimitiverelation (isa) relating it to the taxonomy of concepts and a set of
attributes. All attributes describing concepts have to be incorporated into the
taxonomy of attributes. Concepts and attributes appearing in the communication are
linked to one or more lexical entries in the domain lexicon. These lexical entries
include all the forms associated with the expressions of the concepts and attributesin
the operations (names, verbs, adjectives). The addresses of the Web sites containing
information about a concept are also included in the concept description.

Once domain knowledge have been incorporated, the CR generates the grammar
and lexicon representing the operations on the domain concepts. The process is
performed in three steps:

1. Generation of the instances of the CO operations for the domain concepts.

Different operations are generated considering the classes of the attributes.

2. Generation of the LO instances supporting the expression of the operations
generated in the first step.

3. Representation of the LO instances created in the second step as DCG rules and
lexical entries.

Because most of the CO operations are based on the conceptual attributes the
linguistic structures are obtained considering the syntactic-semantic classes of the
domain concept attributes. To illustrate this process, we will consider the CO
operation minimum_attribute value o, obtaining the conceptual instance having the
minimum value of a specific attribute. This operation is based on the attributes in the
class of_quantity, expressing a quantity (and associated with a unit). The expression
of this operation depends on the attribute subclasses. For example, in the travelling
domain three attributes belonging to subclasses of the of quantity class were used to
describe the concept transport: price, arrivaltime and departuretime. The attribute
price belongs to the classof _cost. The attributesarrivaltime and departuretime belong
to the class of time. For the attributes in the class of _cost, the operation could be



expressed using the form: ¢Cudl es <concept name> mas econdmico?(Which is the
cheapest <concept name> ?)

If the attribute belongs to the class of time, the patterns to express this operation
would be:

¢Cudl esel primer <concept name>? (Which isthefirst <concept name>?) and
¢Qué <concept name><attribute verb> antes? (Which <concept name>
<attribute verb> first?)

In case of the concept name tren (the train) and the attribute verb salir (departure)
the resulting question would be:

Cual esel primer tren? (Which isthefirsttren?) and Qué tren sale antes? (Which
train leavesfirst?)

In the grammars and lexicons generated, categories are augmented with syntactic
and semantic features. Rules and lexical entries are associated with semantic
interpretation based on lambda calculus. Conceptual knowledge from the CO is also
incorporated into rules and entries to facilitate the processing of using interventions.
The semantic features associated with the categories correspond to identifiers of
concepts and attributes. The semantic interpretation associated with the lexical entries
consist of lambda values and functions representing CO operations, concepts,
attributes and values. Each grammar rule expressing an operation include the
operation identifier and its preconditions.

4 The Dialogue System

GIWeb guides the user in introducing the NL utterances by showing the NL
options acceptable in the screen. The user can type the complete query or,
alternatively, build a sentence by selecting the active options in the screen. As can be
observed in Figure 1, only the NL options the system can recognize at each state of
the communication are active. Once the user has selected an option, it is passed to an
incremental parser. When the parser returns all items that can be recognized in the
next step, the interface updates the NL options that must be active. Once a whole
sentence has been recognized and interpreted by the parse, it is passed to the dialogue
controller (DC).

The information passed to the DC consists of a set of possible semantic
interpretations. Each interpretation includes the operation identifier, the concept
identifier and the operation parameters expressed in the user intervention. If
necessary, the DC completes this information using history of the dialogue and the
conceptual knowledge represented in the CO. A simple attentional structure is used to
record the focus of attention. The concept over which an operation is performed and
therest of parameters expressed are considered the focus of attention.

The DC consults the definition of the operation in the CO for obtaining its
mandatory arguments, the default values of these arguments and other related
information such as the format of specific values (i.e. those representing dates and
quantities). The values of the mandatory arguments not expressed in the user
intervention are obtained from the focus of previous sentences. If these values are not
expressed in previous sentences, the default values are used. The DC attempt to



disambiguate ambiguous semantic interpretations by considering the operation
definition and the context. In case there is more than one correct interpretation then
the onereferring to the focus of attention of previous sentencesis selected.
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Fig. 2. The components of the dialogue system

In the current implementation, the DC has been designed with the assumption that
the user would introduce sentences by using the NL options the system display.
Assuming the options introduced are those acceptable to the grammar generated for a
specific domain simplifies the DC. Dealing with the sentences introduced by the user
without any help would require an increase in the DC complexity. In this case, users
can introduce sentences that do not express correct operations, or even ones that do
not express any operation at all. To deal with these problems, the functionality of the
DC would necessarily have to include new tasks, such as those reformulating or
confirming user interventions, opening or/and closing the dialogue, etc.

Once a complete operation is obtained it is executed over the instances of the
domain concepts represented in the CO. If no satisfactory answer is obtained, then the
DC isin charge of activating the corresponding wrappers to extract the information
from the Web. The addresses of the Web pages containing particular information
about a concept are obtained from the concept description. An address can also
represent arequest to a URL Web service. In this case, the parameters required for the
service must be specified. Each Web address is associated with the description of the
HTLM source and the class of the wrapper to obtain the information. The DC calls
the corresponding wrapper classes and passes them the Web addresses, the page
descriptions and, in case of requests to Web services, the information the services
require. The wrappers represent the information extracted from the Web as instances
of the CO domain concepts. Then, the user consult is executed again over the CO.
Finally, the answer is passed to the interface. If there is no answer, the DC sends the
corresponding message to the interface.

5 Obtaining The Information From The Web

Currently, only semi-structured and structured Web pages have been considered.
Theinformation in these pagesis usually represented as lists of attributes delimited by



HTML-tags. Extraction patterns for those pages are often based on tokens and
delimiters, such HTML-tags. The Web pages are accessed by wrappers. Several
approaches are being proposed to reduce the cost of implementing a specific wrapper
for each Web source: special languages for writing wrappers ([6]), semi-automated
tools ([1]), wrappers generation ([7], [8], [13], [14], [18]).

For GIWeb, we have designed and implemented a simple wrapper system allowing
an easy interaction with the CO. This system uses an explicit description of the
HTML source to be analyzed. When adapting the system to a domain the set of Web
sources that would be consulted during communication are selected and described.
The description of a Web page consists of three parts: describing the organization of
the page, describing the textual processing to be done over the data extracted and
describing how the resulting data must be represented in the CO. The first part
describes the tags delimiting the tuples and the attributes in the tuples. This
description includes information about possible nested structures (attributes
represented as tuples) and about the different types of information stored in an
attribute (text, internet addresses, images or codes). In the second part of the page
description, the textual processing required is indicated using a set of predefined
types. text, integer, brackets, list, time, data, weekday, .. There is a default
presentation for these types. For example, by default the text will be written in lower
case letter, without accents and without spaces. The third part of a Web page
description contains the information necessary to represent the data extracted as
instances of a particular domain concept in the CO. If there is more than one concept
described in a page, a different page description will be used to obtain the information
related to each concept. The description of the page must indicate the name of the
concept described as well as the correspondence between the attributes in the page
and the attributes describing each conceptual instance. Information about a particular
instance can appear in more than one page. For example, the departure time and
arrival time of a particular train can be in one page and the train stops in a different
one.

6 Conclusions

In this paper we have presented a NL dialogue system for accessing the Web. The
main issue in the system design is the reusable and efficient representation of the
conceptual and linguistic knowledge involved in communication. The organization
proposed favors the obtaining of domain-restricted grammars and lexicon. The use of
domain-restricted linguistic resources and guiding the user about the system
conceptual/linguistic coverage improves the communication process. The taxonomy
of conceptsin the CO provides a unifying framework for integrating information from
different Web sources. The taxonomy of operations allows the system to answer
complex consults.

The modular organization of the relevant knowledge into separate data structures
provides great flexibility for adapting the system to different domains and languages.
Furthermore, the proposed architecture could be applied to other types of dialogue
systems, such as those providing access to e-commerce applications.
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