Abstract

The combination of an Artificial Neural Network classifier, a feature selection process, and a novel linear dimensionality reduction technique that provides a data projection for visualization and which preserves completely the class discrimination achieved by the classifier, is applied in this study to the analysis of an international, multi-centre $^1$H-MRS database of brain tumors. This combination yields results that are both intuitively interpretable and very accurate. The method as a whole remains simple enough as to allow its easy integration in existing medical decision support systems.

1. Introduction

Ideally, full patient bioprofiles should include disparate and heterogeneous information including, amongst other possible options, individual and family health history, genomic and proteomic data, and electronic medical records including biosignal and image recordings. The creation of standard databases of this type of bioprofiles is still far from becoming a reality even in advanced healthcare systems.

The creation and use of more restricted and goal-specific databases of bioprofiles, instead, is within closer reach. An example of this is the combination of Magnetic Resonance Spectroscopy (MRS) data with metabolomic and genomic profiles for brain tumor diagnostic assistance used in the e-Tumour European research project [1]. E-Tumour builds on the MRS decision support system (DSS) tool for tumour diagnosis previously delivered by the INTERPRET research project [2].

Decision making in oncology is a sensitive matter, and even more so in the specific area of brain tumour diagnosis, for which the direct and indirect costs - both human and financial - of misdiagnosis are very high. In this area, in which most diagnostic techniques should be non-invasive, clinicians might benefit from the use of an at least partially automated computer-based medical DSS. In this study, we analyze MRS data from the INTERPRET project, which are scarce and of very high dimensionality. This makes their computer-based automated classification a non-trivial undertaking. Most importantly, this high dimensionality also precludes the straightforward interpretation of the obtained results, limiting their usability in a practical medical context, in which interpretability is paramount and simplicity and robustness of the methods employed are compulsory requirements.

In this paper, we propose a combination of two methods: First, an Artificial Neural Network (ANN) classifier that, combined with a supervised feature selection (FS) procedure, yields very accurate results with a parsimonious subset of interpretable spectral MRS frequencies. Second, a novel linear dimensionality reduction technique that preserves in its integrity the class discrimination achieved by the classifier, while providing an intuitive visualization of the original dataset and making the results more interpretable. The experiments validate the usefulness of the proposed combination of methods, which could easily be integrated in a computer-based medical DSS.
2. Data and methods

2.1. Brain tumour 

The data analyzed in this study were extracted from an international and multi-centre web-accessible database resulting from the International Network for Pattern Recognition of Tumours Using Magnetic Resonance (INTERPRET) European research project [2]. These data correspond to the combination (through concatenation) of single voxel 

$H$-MR spectra measured at two echo times: a short-echo time (SET: PRESS 30-32 ms) and a long-echo time (LET: PRESS 135-144 ms). These spectra were acquired in vivo from 195 brain tumor patients. They include 55 meningiomas (mm), 78 glioblastomas (gl), 31 metastases (me), 20 astrocytomas grade II (a2), 6 oligoastrocytomas grade II (oa), and 5 oligodendrogliomas grade II (od). For further details on data acquisition and processing, and on database characteristics, see, for instance, [3, 10, 22].

Class labelling was performed according to the World Health Organization (WHO) system for diagnosing brain tumors by histopathological analysis of a biopsy sample. For the reported analysis, spectra were bundled into three groups, namely: $G1$: low grade gliomas (a2, oa and od); $G2$: high grade malignant tumors (me and gl); and $G3$: meningiomas (mm). This type of grouping is justified [21] by the difficulty in distinguishing between metastases and glioblastomas, which has its origin in the similar spectral pattern produced by the highly necrotic nature of both of these types of tumors. The clinically-relevant regions of both the SET and LET spectra were sampled to obtain 195 frequency intensity values from each (measured in parts per million (ppm), an adimensional unit of relative frequency) resulting from the International Network for Pattern Recognition of Tumours Using Magnetic Resonance (INTERPRET) database.

In addition, linear models had shown quite good performance with these data in previous studies [22].

**Feature subsets evaluation criterion.** The relevance of a feature subset is computed as the sum of the individual importances of its features, where the saliency $s_i$ of a feature $i$ over $O$ outputs is:

$$s_i = \sum_{j=1}^{O} |\hat{\omega}_{ji}|,$$

and where $\hat{\omega}_{ji}$ are the weights of the trained SLP.

This method is based on the hypothesis that irrelevant features produce smaller variations in the output values than relevant ones. Hence, a natural way to compare the relevance of two features is to compare the absolute values of the derivatives of the output function with respect to their respective input units in the trained model.

Formally, the derivative in the trained model of the output function $y_j$ in (1) with respect to an input feature $x_i$ is

$$\frac{\partial y_j}{\partial x_i} = g' \left( \sum_{i=1}^{d} x_i \cdot \hat{\omega}_{ji} + b_j \right) \cdot \hat{\omega}_{ji}$$

and, for every $j$,

$$\frac{|\partial y_j/\partial x_i|}{|\partial y_j/\partial x_i|} = \frac{|\hat{\omega}_{ji}|}{|\hat{\omega}_{ji}|}$$

Therefore, the variation (in absolute value) of the output function is smaller for input features with smaller weights (in absolute value), and they are the main candidates to be eliminated in a FS process. In summary, for linear discriminant functions such as SLPs, the magnitude of the weights corresponding to a feature is considered as an indicator of its importance.

Similar approaches have been applied elsewhere for other models. In [9] and [15], the squares of the weights in a trained linear SVM were used as a proxy of saliency. For hard-margin SVMs, this value is the variation in the cost function experimented when the feature is removed from the trained model.
For MLPs, more variations on this measure can be found in the literature. In [13] and [20], for example, the saliency of a feature is computed as the sum of the squares of the weights in the first hidden layer. In [12], [24] and [25], the absolute values of the weights in the first hidden layer are used to that end. The derivative of the output function with respect to the input features has also been widely used to compute their saliency, as in [14], [17], or [19].

**FS search procedure.** A backward selection procedure was used as an iterative selection process guided by the previously defined saliency measure. Starting from the complete set of available features, a subset of them was deleted at every step of the algorithm according to the evaluation criterion. Since the evaluation measure of a feature subset is computed as the sum of the saliencies of its features, the features to be deleted at every step are those with the smallest saliency. The number of features deleted at every step is a parameter of the system that controls the granularity of the selection and its computational cost.

The application of the standard backward selection procedure to FS (deleting one feature at every step) would involve the training of $d$ networks. However, under the hypothesis that many of the features are not necessary to obtain a good classification performance (which is a reasonable hypothesis for the analyzed MRS dataset), a more aggressive strategy can be designed to save computational time: at every step, a fixed percentage of features is deleted. In order to control the granularity of the selection, the whole process can be repeated in different phases with different percentages at every phase (and different initial feature subsets). In the last phase, when only a few irrelevant features are supposed to remain in the dataset, the procedure can switch to deleting them one by one.

2.3. Low-dimensional data visualization with scatter matrices

As mentioned in the introduction, the high dimensionality of the analyzed spectra makes the interpretation of the obtained results a non-trivial undertaking, which potentially limits their usability in a practical medical decision making context such as brain tumor diagnosis. This may still be the case even after a FS process as the one described in the previous section. In these medical contexts, data visualization in a low-dimensional representation space may become extremely important, helping radiologists to gain insights into what undoubtedly is a complex domain.

Low-dimensional visualization methods generally fall into three categories. Purely linear methods frequently utilize singular values spanning the largest variance in the data, for instance the widely used Principal Component Analysis-based bi-plots [7]. While this approach is useful to visually verify known correlations between attributes, it is generally the case that the first two or three components explain a relatively small proportion of the variance in the data, with the consequence that true compact groups of data (be them clusters or, if labels are available as in this study, classes) are severely mixed due to the loss of information incurred by the projection.

A second approach is to relax the linearity assumption and to define a non-linear projection to optimize the correspondence between nearest neighbour distances in the original input space and between the two-dimensional projections of the individual data points, such as in Multi-Dimensional Scaling (MDS) [4] or Sammon mapping [18]. However, these maps can be too sensitive to noise in the data, radically altering the data projections even when only a small number of points vary or are added or removed from the data set. The non-linearity of the projections also makes them prone to misinterpretation.

A third approach generates topographic maps by projecting data onto a curved surface weaving through the data and cutting through noise, such as in Self-Organizing Maps (SOM) [11] or in Generative Topographic Mapping (GTM) [23]. Although these are powerful methods for the simultaneous clustering and visualization of intrinsically non-linear data (and, therefore, able to produce more faithful representations of such data), their non-linearity can again make the interpretation of the obtained results difficult.

The method proposed here is linear in nature, making it easier to use in a real decision-making process that requires an intuitive representations of results. It is based on the decomposition of the scatter matrix, which is arguably a neglected method for dimensionality reduction with the remarkable property of maximizing the separation between the projections of compact groups of data (tumor classes, in this work). A new result is here described, which leads onto the definition of low-dimensional projective spaces with good separation between classes even when the covariance matrix of the data is singular.

It is well-known that the overall variance of the data, $S_T$, can be decomposed into the sum of two terms, known as the scatter matrices, which calculate the variance referred to the mean of each data group and between the group mean vectors [5, 6] generating a within-cluster matrix, $S_W$, and a between-cluster matrix, $S_B$, namely: $S_T = S_W + S_B$. For a data matrix $\{x_i\}_{i=1}^N$ comprising $d$-dimensional data points of overall mean $m$,

$$S_T = \sum_{i=1}^N ((x_i - m)^T(x_i - m))$$

$$S_W = \sum_{j=1}^{N_c} \sum_{i=1}^{N_j} \{(x_i^j - m_j)^T(x_i^j - m_j)\}$$

$$S_B = \sum_{j=1}^{N_c} \sum_{i=1}^{N_j} \{(x_i^j - m_j)^T(x_i^j - m_j)\}$$
where the data are partitioned into $N_c$ groups (tumor classes in this study), each with $N_j$ points and mean $m_j$. Scalar merit figures for the separation between classes are readily obtained by taking the traces of the scatter matrices, defining sum-of-squares within- and between-classes. These partial sums are sensitive to linear transformations of the data, for instance relative scaling of the axes, introducing an element of arbitrariness that is not necessary. This leads to the definition of an invariant scatter matrix $M = S_W^{-1} S_B$ and an invariant class separation index $J = tr(M)$. This merit figure suggests that the eigenvalues of the scatter matrix contain useful information about the structure of the data once partitioned into classes.

Given the importance of the class means as representatives for the classes themselves, it is natural to project the data onto the sub-space spanned by these means. This is readily achieved by defining an orthonormal set of basis vectors $\{ \hat{b}_i \}, i = 1 \ldots N_c$, for instance by Gram-Schmidt orthogonalization, generating the first compact projective representation in this method

$$x^c = \sum_{i=1}^{N_c} x^T \hat{b}_i.$$ 

However, the separating boundaries in the Voronoi decomposition created by the grouping will generally not be preserved by this projective map, causing mixing among classes. One way to preserve as much as possible of the class separation after compressing the data by projecting onto the space spanned by the means is to linearize the Mahalanobis metric in the original data space by whitening, or sphering, the data. This transformation is applied solely for the purpose of dimensionality reduction and visualisation.

Reducing the dimensionality of the data to be visualized from its original value to $N_c$ now requires a drop in rank by just one unity for the scatter matrix calculated in the space of class means, namely:

$$S_W^c = \sum_{j=1}^{N_c} \sum_{i=1}^{N_j} \{(x_i^c - m_j^c)^T (x_i^c - m_j^c)\}$$

$$S_B^c = \sum_{j=1}^{N_c} N_j \{(m_j^c - m^c)^T (m_j^c - m^c)\}$$

and $M^c = (S_W^c)^{-1} S_B^c$. Consequently, a diagonalization of the new scatter matrix $M^c$ shows, typically, that the trace of the matrix is contained in the largest few eigenvalues. These eigenvectors form the basis for a two- or three-dimensional visualization of the data.

$$S_B = \sum_{j=1}^{N_c} N_j \{(m_j^c - m^c)^T (m_j^c - m^c)\},$$

3. Results and discussion

The SLP-based FS process and classification described in section 2.2 were carried out as follows. For the FS process, a first phase was performed where 50% of the features were deleted at every step of the backward selection procedure. In a second phase, a 20% of the remaining features were deleted. Finally, features were deleted one by one. This ad hoc procedure allowed keeping the computation time within reasonable bounds while threading more carefully through the sensitive final third stage of the feature selection process. In order to compute the saliencies of
Table 1. Classification results. First column: Dataset description. Second column: Average test accuracy of a 5-fold cross-validation procedure repeated 5 times. Third column: Number of features (Nf) selected. Fourth column: Frequency (in ppm) of the selected features, ranked according to their relative relevance; the frequency is preceded by a letter indicating the frequency ascription to either SET (S) or LET (L).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Test acc.</th>
<th>Nf</th>
<th>Subset of selected features</th>
</tr>
</thead>
<tbody>
<tr>
<td>SET + LET</td>
<td>98.46%</td>
<td>18</td>
<td>L2.88 L2.27 S0.89 S3.58 L2.03 L2.54 L3.64 L1.59 S1.32</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>L3.79 S3.77 L1.84 S3.45 L3.70 S1.25 S2.12 L0.70 S3.18</td>
</tr>
<tr>
<td>SET + LET</td>
<td>91.08%</td>
<td>9</td>
<td>L2.27 L2.88 S2.12 L1.59 L2.54 L3.79 S3.58 S1.25 L2.03</td>
</tr>
</tbody>
</table>

A selection of 18 spectral frequencies, out of the 390 originally available, already simplifies the interpretation of results considerably. Even though, the intuitive visualization of the data is still out of bounds in a 18-dimensional data space. At this point, we would like to visualize the data without losing any of the class discrimination obtained by the classifier. This is fully achieved using the method described in section 2.3, as illustrated by Figure 2. This is a 2-D view of a 3-D projection of the three classes (using only the first two eigenvectors of $M^c$). The discrimination is near-perfect by itself and fully preserves the classifier results, as $J = tr(M^c) = 1$. Bear in mind that this is a linear dimensionality reduction method and, therefore, the projection results could also be straightforwardly interpreted in terms of the initial subset of 18 selected features.

4. Conclusions

A very accurate classification of brain tumor typologies based on MRS information has been accomplished. However accurate, though, classification by itself does not suffice to ensure the clinical applicability of the results. Feature selection, as applied in this study, simplifies the results and makes them far more interpretable. Interpretation becomes more intuitive through data visualization, which can only be the result of further dimensionality reduction. Most dimensionality reduction techniques do not preserve class separation. Here, we have described one such technique that does preserve class separability in its integrity in the visualization of MRS brain tumor data.
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