
Multilingual Sentence Embeddings
in/and/for Neural Machine Translation

Cristina España-Bonet

DFKI GmbH

Recent Advances in Machine Translation (RAMT 2021)

Webex, everywhere on the Earth
(with internet)

18th March 2021



What’s all this about?
RAMT: Recent Advances in Machine Translation

NIT-Silchar UdS

Multimodal Machine Translation, Convergence of Multiple Input Modes



What’s all this about?
RAMT: Recent Advances in Machine Translation

Neural Machine Translation (NMT)
text2text

Self-Supervised NMT

Multi/Cross-lingual Embeddings

NMT Initialisation



What’s all this about?
RAMT: Recent Advances in Machine Translation

Neural Machine Translation (NMT)
text2text

Self-Supervised NMT

Multi/Cross-lingual Embeddings

NMT Initialisation



What’s all this about?
RAMT: Recent Advances in Machine Translation

Neural Machine Translation (NMT)
text2text

Self-Supervised NMT

Multi/Cross-lingual Embeddings

NMT Initialisation



What’s all this about?
Relations with

Josef van Genabith tutorial on NMT (Monday)

Mikel Artetxe talk on Unsupervised NMT (Tomorrow)
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Basic Concepts (Josef’s Tutorial)
Static/Contextual/Sentence Embeddings

https://ruder.io/word-embeddings-1/



Basic Concepts (Josef’s Tutorial)
NMT with Transformers

(Vaswani et al., 2017)

embeddings  

embeddings  

embeddings  

embeddings  

embeddings  

embeddings  



Basic Concepts (Josef’s Tutorial)
NLP 2020 Summary: Transformer Blocks



(Multilingual) Sentence Embeddings
Semantic Similarity and Parallel Sentences

This is presentation is about machine translation

by definition a multilingual (bilingual) task
translations are cross-lingual pairs of sentences with similarity 1

Lot of work on semantic similarity between embeddings

Can multilingual embeddings be a good tool here?

D for parallel sentence selectionD for initialisation (word/sentence embeddings)

What is a good representation of a sentence?



(Multilingual) Sentence Embeddings
Sentence Embeddings (keywords to google after the talk)

Averaging (weighting) word embeddings

Sent2Vec / Paragraph vectors (doc2vec) / Doc2VecC

Skip-thought / FastSent / Quick-thought vectors

Sentence-BERT (SBERT) / LASER / T-LASER / GPT, ...

Averaging (weighting) sentence embeddings for document embedding



(Multilingual) Sentence Embeddings
Word vs. Sentence Embeddings

Word embeddings are basic units in NLP

Contextualised (BERT-like) embeddings

solve ambiguity problems of static (word2vec-like) embeddings

include a “sentence representation” token ([CLS])

are easily and successfully fine-tuned to several NLP tasks

without fine tuning, performance drops

Lots of sentence embeddings, I start with BERT because its common usage
and number of relatives



(Multilingual) Sentence Embeddings
BERT Relatives

(Liu et al, 2020)



(Multilingual) Sentence Embeddings with BERT
BERT Model: stack of TF blocks train for NSP and Mask LM



(Multilingual) Sentence Embeddings with BERT
BERT Applications

Everything and more. But designed for fine-tuning on:

Sentence classification tasks

• [CLS] An individual sentence goes here

Sentence-pair regression tasks

• [CLS] Sentence one here [SEP] Sentence 2 after the first one



(Multilingual) Sentence Embeddings with BERT
BERT Non-Applications: Sentence Embeddings (without FT)

(https://github.com/google-research/bert/issues/71)
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Digression
Semantic Textual Similarity (STS)

STS measures the degree of equivalence in the underlying semantics
of paired snippets of text

“Given two sentences, the task is to return a continuous valued similarity
score on a scale from 0 to 5, with 0 indicating that the semantics of the
sentences are completely independent and 5 signifying semantic equivalence.”

Evaluation: Pearson correlation or Spearman’s rank correlation between
the cosine similarity of the sentence embeddings and the gold labels
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of paired snippets of text
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Digression
Let’s join the main path again

BERT on STS



(Multilingual) Sentence Embeddings with BERT
BERT Sentence Embeddings on STS

(https://github.com/google-research/bert/issues/276)



(Multilingual) Sentence Embeddings with BERT
BERT Sentence Embeddings on STS

Pearson correlation on STS 2017 data

track1 track2 track3 track4a track5
ar–ar ar–en es–es es–en en–en

WE-d300 0.49 0.28 0.55 0.40 0.56
WE-d1024 0.51 0.33 0.59 0.45 0.60

NMTctx-2.0Ep 0.59 0.44 0.78 0.49 0.76

BERT ? ? ? ? 0.59
BERT+FT ? ? ? ? 0.85
BERTLARGE+FT ? ? ? ? 0.86

(España-Bonet et al., 2017)



(Multilingual) Sentence Embeddings with BERT
BERT Sentence Embeddings on STS, no FT

Spearman rank correlation on several STS sets

Model STS12 STS13 STS14 STS15 STS16 STSb SICKR Avg.

Avg. GloVe emb. 0.55 0.71 0.60 0.68 0.64 0.58 0.54 0.61
Avg. BERT emb. 0.39 0.58 0.58 0.63 0.61 0.46 0.58 0.55
BERT CLS-vec 0.20 0.30 0.20 0.37 0.38 0.16 0.43 0.29

(Reimers and Gurevych, 2019)



(Multilingual) Sentence Embeddings
Remember our Questions

This is presentation is about machine translation

by definition a multilingual (bilingual) task

translations are cross-lingual pairs of sentences with similarity 1

What is a good representation of a sentence?

Can multilingual embeddings be a good tool here?

for parallel sentence selection

for initialisation (word/sentence embeddings)



Multilingual Sentence Embeddings with LASER
Margin-based Parallel Corpus Mining with Multilingual Sentence Embeddings

ACL 2019

TACL 2019
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Multilingual Sentence Embeddings with LASER
Architecture (based on Schwenk 2018)

Training with (multilingual) parallel corpora, MT task

Sentence embeddings from the language agnostic encoder

Language Agnostic SEntence Representations: 1024-dim embeddings



Multilingual Sentence Embeddings with LASER
The Key Point: Margin-based Similarity for Scoring Pairs

Embedding(S i
L1) Embedding(S1

L2)

Embedding(S2
L2)

...

Embedding(Sn
L2)

Threshold=0.80 (∀i)

cosine=0.42

cosine=0.79

cosine=0.84



Multilingual Sentence Embeddings with LASER
The Key Point: Margin-based Similarity for Scoring Pairs

Cosine similarity has a different scale per sentence



Multilingual Sentence Embeddings with LASER
The Key Point: Margin-based Similarity for Scoring Pairs

(Adapted from Yang et al, 2019)



Multilingual Sentence Embeddings with LASER
The Key Point: Margin-based Similarity for Scoring Pairs

Artetxe et al.

marginLASER(SL1, SL2) =
cos(SL1, SL2)

avrkNN(SL1,Pk)/2 + avrkNN(SL2,Qk)/2

Conneau et al., 2018

marginCSLS(SL1, SL2) = cos(SL1, SL2)− avrkNN(SL1,Pk)/2− avrkNN(SL2,Qk)/2

where avrkNN(X ,Yk) =
∑

Y∈kNN(X )

cos(X ,Y )
k

(average similarity)
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Multilingual Sentence Embeddings with LASER
The Key Point: Margin-based Similarity for Scoring Pairs

Embedding(S i
L1) Embedding(S1

L2)

Embedding(S2
L2)

...

Embedding(Sn
L2)

Threshold=1.04 (∀i)

margin=0.42

margin=1.06

margin=0.94



Multilingual Sentence Embeddings with LASER
Parallel Sentence Extraction

cos(SL1, SL2)

marginCSLS(SL1, SL2)

marginLASER(SL1, SL2)



Multilingual Sentence Embeddings with LASER
Applications

Mining of parallel corpora

WikiMatrix: Mining 135M Parallel Sent. in 1620 Language Pairs from WP

CCMatrix: Mining Billions of High-Quality Parallel Sentences on the WEB

https://github.com/facebookresearch/LASER

Others

Cross-lingual Natural Language Inference (XNLI)

Cross-lingual text classification

Cross-lingual similarity search

https://github.com/facebookresearch/LASER
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Multilingual Sentence Embeddings with LASER
Limitations and Enhancements

Great for bitext identification (sim = 5), even zero-shot

Weaker for semantic similarity tasks (0 < sim < 5) —see later

Common trend for systems trained on the MT task alone

Version with a Transformer encoder instead of the BiLSTM and
modification of the loss function in LASER-cT
Transformer based Multilingual document Embedding model

Wei Li, Brian Mak (2020)

no pre-trained multilingual version :-(
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Multilingual Sentence Embeddings with SBERT and MKD
Making Monolingual Sentence Embeddings ML using Knowledge Distillation

EMNLP 2019

EMNLP 2020
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Multilingual Sentence Embeddings with SBERT and MKD
Work Motivation, can you Guess? (DirectPoll)
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Multilingual Sentence Embeddings with SBERT and MKD
Sentence-BERT (SBERT)

SBERT adds a pooling operation to the output of BERT

Fine-tune with NLI data of a

Siamese network

triplet network (Siamese with triplet objective function)

NLI data have been shown to be the best for general sentence embeddings



Multilingual Sentence Embeddings with SBERT and MKD
Brief Background: NLI Data

Example from SNLI dataset

https://nlp.stanford.edu/projects/snli/



Multilingual Sentence Embeddings with SBERT and MKD
Brief Background: Siamese Neural Networks

same weights

(https://link.springer.com/protocol/10.1007/978-1-0716-0826-5 3)



Multilingual Sentence Embeddings with SBERT and MKD
SBERT Architecture



Multilingual Sentence Embeddings with SBERT and MKD
SBERT Results on STSb (Unsupervised)

Remember the difficulty of manualy scoring pairs for similarity

Correlation of 80 is good!



Multilingual Sentence Embeddings with SBERT and MKD
SBERT Results on STSb (Supervised)



Multilingual Sentence Embeddings with SBERT and MKD
Multilingual Knowledge Distillation

We have monolingual sentence embeddings.
Now what?



Multilingual Sentence Embeddings with SBERT and MKD
Brief Background: Knowledge Distillation



Multilingual Sentence Embeddings with SBERT and MKD
Multilingual Knowledge Distillation

Idea

(Good)

Monolingual Sentence Embeddings L1

(English) ⇒ Teacher Model

(Good)

Parallel corpus L1–L2, with sentences sL1
i , tL2

i (or more languages)

What do we want? Embedding(sL1
k ) ≈ Embedding(tL2

k ) ⇐ Student Model

Mstudent(sk) ≈ Mteacher (sk) and Mstudent(tk) ≈ Mteacher (sk)



Multilingual Sentence Embeddings with SBERT and MKD
Multilingual Knowledge Distillation

Idea

(Good) Monolingual Sentence Embeddings L1 (English)

⇒ Teacher Model

(Good)

Parallel corpus L1–L2, with sentences sL1
i , tL2

i (or more languages)

What do we want? Embedding(sL1
k ) ≈ Embedding(tL2

k ) ⇐ Student Model

Mstudent(sk) ≈ Mteacher (sk) and Mstudent(tk) ≈ Mteacher (sk)



Multilingual Sentence Embeddings with SBERT and MKD
Multilingual Knowledge Distillation

Idea

(Good) Monolingual Sentence Embeddings L1 (English) ⇒ Teacher Model

(Good)

Parallel corpus L1–L2, with sentences sL1
i , tL2

i (or more languages)

What do we want? Embedding(sL1
k ) ≈ Embedding(tL2

k ) ⇐ Student Model

Mstudent(sk) ≈ Mteacher (sk) and Mstudent(tk) ≈ Mteacher (sk)



Multilingual Sentence Embeddings with SBERT and MKD
Multilingual Knowledge Distillation

Idea

(Good) Monolingual Sentence Embeddings L1 (English) ⇒ Teacher Model

(Good)

Parallel corpus L1–L2, with sentences sL1
i , tL2

i (or more languages)

What do we want? Embedding(sL1
k ) ≈ Embedding(tL2

k )

⇐ Student Model

Mstudent(sk) ≈ Mteacher (sk) and Mstudent(tk) ≈ Mteacher (sk)



Multilingual Sentence Embeddings with SBERT and MKD
Multilingual Knowledge Distillation

Idea

(Good) Monolingual Sentence Embeddings L1 (English) ⇒ Teacher Model

(Good)

Parallel corpus L1–L2, with sentences sL1
i , tL2

i (or more languages)

What do we want? Embedding(sL1
k ) ≈ Embedding(tL2

k ) ⇐ Student Model

Mstudent(sk) ≈ Mteacher (sk) and Mstudent(tk) ≈ Mteacher (sk)



Multilingual Sentence Embeddings with SBERT and MKD
The Model
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Multilingual Sentence Embeddings with SBERT and MKD
Multilingual Knowledge Distillation

Observations

L =
∑

k

[
(Mstudent(sk)−Mteacher (sk))2 + (Mstudent(tk)−Mteacher (sk))2

]
vector space properties in the original source language from the teacher
model are adopted and transferred to other languages

vector spaces are aligned across languages, i.e., identical sentences in
different languages are close

This is not necessary true for mBERT and XLM-RoBERTa
(but they don’t use parallel data)
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Multilingual Sentence Embeddings with SBERT and MKD
MKD on STS Monolingual Pairs

MKD improves base models, the true drop of mBERT and XML-R comes...



Multilingual Sentence Embeddings with SBERT and MKD
MKD on STS Cross-lingual Pairs

In both settings LASER and family underperform (MT task for training)



Multilingual Sentence Embeddings with SBERT and MKD
MKD on Bitext Mining (BUCC)

LASER and family (MT task for training) outperform here



How are you doing? Need a Break?
Already a Long Way! And lots of Tables...



Multilingual Sentence Embeddings in NMT
Neural Machine Translation

(Vaswani et al., 2017)



Multilingual Sentence Embeddings in NMT
Multilingual Neural Machine Translation, ML-NMT

Machine translation is at least a bilingual task

Neural machine translation encodes semantics in vectors

Straightforward extension of NMT to multilingual NMT (ML-NMT)

Simple architecture for ML-NMT: shared encoder & shared decoder

ML word (or context) vectors lie in the same space



Multilingual Sentence Embeddings in NMT
Interlingua Semantic Similarity

SemEval 2017

LREC-MOMENT 2018

IEEE 2017
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Multilingual Sentence Embeddings in NMT
Multilingual Semantic Space for Context Vectors (easy)

ML-NMT {de, en, nl , it, ro} → {de, en, nl , it, ro} with TED talks

(España-Bonet & van Genabith, 2018)
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ML-NMT {en, es, ar} → {en, es, ar} with heterogeneous corpora
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Multilingual Sentence Embeddings in NMT
How Close are Sentences Together?

Cosine similarities between the internal representations of the sentences
in STS2017 and newstest2013 when translated from L1 into different

languages L2, L3, L4.



Multilingual Sentence Embeddings in NMT
Multilingual Semantic Space for Context Vectors

Related languages cluster better together
(for distant languages there might not even exist a mapping)

The nature of the corpus also affects the clustering
(corpus in different domains per language make the learning more difficult)

These trends are common in several NLP tasks

What happens during training?
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Multilingual Sentence Embeddings in NMT
Evolution of Context Vectors through Training (hard)

ML-NMT {en, es, ar} → {en, es, ar} with heterogeneous corpora

(España-Bonet et al., 2017)



Multilingual Sentence Embeddings in NMT
Evolution of Context Vectors through Training (hard)

Pearson correlation on STS 2017 data

track1 track2 track3 track4a track5
ar–ar ar–en es–es es–en en–en

WE-d300 0.49 0.28 0.55 0.40 0.56
WE-d1024 0.51 0.33 0.59 0.45 0.60

NMTctx-0.1Ep 0.32 0.25 0.55 0.32 0.54
NMTctx-0.5Ep 0.52 0.36 0.71 0.40 0.68
NMTctx-1.0Ep 0.57 0.42 0.74 0.44 0.72
NMTctx-2.0Ep 0.59 0.44 0.78 0.49 0.76

(España-Bonet & Barrón-Cedeño, 2017)
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Multilingual Sentence Embeddings in NMT
Evolution According to the Similarity: from Translations to Unrelated Sentences

Cosine similarities
between the obtained
representations of the
sentences in the
STS2017 test set

trad: sim 5
semrel: sim 4
unrel: sim 0



Multilingual Sentence Embeddings in NMT
Semantic Language-independent Clustering in ML-NMT

This is a fact. ML-NMT behaves this way.

Can we profit from it?
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Self-Supervised NMT
Exploiting the Evolution of NMT Embeddings

ACL 2019

EMNLP 2020
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Self-Supervised NMT
Question

NMT training differentiates translations from non-translations very soon

In a standard NMT, all training sentences are (should be) translations

Can we feed the system with any kind of sentence pair and let itself decide if
it is useful or not?

Yes, we can!
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NMT training as an auxiliary task to enhance parallel sentence extraction

Self-supervision?

Just in a non-standard way, none of the tasks is completely supervised
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Self-Supervised NMT
Main Idea

Joint selection of sentences & training NMT

Uses internal embeddings, i.e., architecture independent

Bidirectional training {L1, L2}→{L1, L2} (shared encoder)

Optional initialisation with word embeddings trained on monolingual corpora

On-line process: embeddings change through epochs, therefore selected
sentences change through epochs



Self-Supervised NMT
Training Procedure



Self-Supervised NMT
Algorithm Description

1 Internal NMT representation: Ew (words); Eh (sentence)

2 Score all sentence pairs in a lot (i.e. WP article)

3 Filter options

4 Add filtered sentences into a mini-batch

5 Train system when mini-batch is complete

6 Update weights and continue with more data and go again to 1.



Self-Supervised NMT
Joint Training: Key Points

1 Sentence Representation

the sum of word embeddings (Ew ) and the hidden states in an RNN or the
encoder outputs in a transformer (Eh):

Ew =
T∑
t=1

et , Eh =
T∑
t=1

ht

2 Scoring function
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Self-Supervised NMT
Joint Training: Key Points

1 Sentence Representation
SL1 and SL2 vector representations for each sentence of a pair (Ew or Eh)

2 Scoring function

cosine similarity: cos(SL1,SL2) =
SL1 · SL2
‖SL1‖ ‖SL2‖

margin-based score:

margin(SL1,SL2) =
cos(SL1, SL2)

avrkNN(SL1,Pk)/2 + avrkNN(SL2,Qk)/2

where avrkNN(X ,Yk) =
∑

Y∈kNN(X )

cos(X ,Y )
k (average similarity)



Self-Supervised NMT
Sentence Selection (Filtering)

1 Input a lot (e.g. set of WP article pairs, web pages, etc)

2 Score all sentence pairs

3 Keep the top one pairs (with constraints!)

Eh src2tgt
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Self-Supervised NMT
Sentence Selection (Filtering)

1 Input a lot (e.g. set of WP article pairs, web pages, etc)

2 Score all sentence pairs

3 Keep the top one pairs (with constraints!)

Eh src2tgt tgt2src Ew src2tgt tgt2src



Self-Supervised NMT
Sentence Selection (Filtering)

Intersection of intersection of intersection...

to avoid the need for a threshold
(remember LASER bitext mining approach)

src2tgt tgt2src

Eh

Ew



Self-Supervised NMT
Sentence Selection: Precision or Recall?

low permissibility medium permissibility high permissibility

high precision mode high recall mode



Self-Supervised NMT
Models: Transformer Encoders

cosP: Ew , Eh in high precision mode and cos(SL1, SL2) are used.

margP: Ew , Eh in high precision mode and margin(SL1, SL2) are used.

margR: As margP but Ew and Eh are used in the high recall mode.

margH: As margP with Eh as only representation.
A hard threshold of 1.01 is used.

margE: As margP with Ew as only representation.
A hard threshold of 1.00 is used.
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margP: Ew , Eh in high precision mode and margin(SL1, SL2) are used.

margR: As margP but Ew and Eh are used in the high recall mode.

margH: As margP with Eh as only representation.
A hard threshold of 1.01 is used.

margE: As margP with Ew as only representation.
A hard threshold of 1.00 is used.



SS-NMT: Detailed Results on fr -en with Wikipedia
Performance as Measured by BLEU

Corpus, BLEU
Model en+fr sent. en2fr fr2en

(in millions)

cosP Wikipedia, 12+8 25.21 24.96

margE Wikipedia, 12+8 27.33 25.87

margH Wikipedia, 12+8 24.45 23.83

margP Wikipedia, 12+8 29.21 27.36

margR Wikipedia, 12+8 28.01 26.78

margP: Ew , Eh in high precision mode and margin(SL1,SL2)



SS-NMT: Automatic Evaluation
Comparison with Unsupervised NMT

SS-NMT SotA

L1-to-L2 L2-to-L1 L1-to-L2 L2-to-L1

L1–L2 BLEU TER METEOR BLEU TER METEOR BLEU BLEU

en–fr 29.5±.6 51.9±.6 46.4±.6 27.7±.6 53.4±.7 30.3±.4 45.6/25.1/37.5 —-/24.2/34.9
en–de 15.2±.5 68.5±.7 30.3±.5 21.2±.6 62.8±.9 25.4±.4 37.9/17.2/28.3 —-/21.0/35.2
en–es 28.6±.7 52.6±.7 47.8±.7 28.4±.7 54.1±.7 30.5±.4 –/–/– –/–/–

Scores on Newstest 2014 (fr) Newstest 2016 (de) and Newstest 2013 (es). Comparison with
three SotA systems for supervised NMT (Edunov et al. 2018) / USNMT (Lample et al. 2018)

/ pre-trained+LM USNMT (Song et al. 2019)



SS-NMT: Behaviour through Training
What’s going on? — margP models
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SS-NMT: Behaviour through Training
Built-In Curriculum

#Pairsenfr en2fr fr2en #Pairsende en2de de2en #Pairsenes en2es es2en

NMTinit 2.14M 21.8±.6 21.1±.5 0.32M 3.4±.3 4.7±.3 2.51M 27.0±.7 25.0±.7
NMTmid 3.14M 29.0±.6 26.6±.6 1.13M 11.2±.4 15.0±.6 3.96M 28.3±.7 26.1±.7
NMTend 3.17M 28.8±.6 26.5±.6 1.18M 11.9±.5 15.3±.5 3.99M 28.3±.7 26.2±.7
NMTall 5.38M 26.8±.7 25.2±.6 2.21M 11.6±.5 15.0±.6 5.41M 27.9±.6 25.9±.8

SS-NMT 5.38M 29.5±.6 27.7±.6 2.21M 14.4±.6 18.1±.6 5.41M 28.6±.7 28.4±.7

Supervised NMT systems trained on the unique pairs collected by SS-NMT in the
first (NMTinit), intermediate (NMTmid), final (NMTend) and all (NMTall)

epochs of training



Learning Process in SS-NMT
What’s your Intuition? (DirectPoll)



Learning Process in SS-NMT
What’s going on? — Built-In Curriculum Learning

Input Documents



Learning Process in SS-NMT
Built-In Curriculum Learning

Sentence selection through epochs: Epoch 1



Learning Process in SS-NMT
Built-In Curriculum Learning

Sentence selection through epochs: Epoch 6



Learning Process in SS-NMT
Self-Induced Curricula

SS-NMT induces a curriculum when selecting the data to train the MT task

The order in which sentences are extracted is vital for translation quality
(NMTall vs. SS-NMT)

The data selection shows (at least) 3 curricula:

1 a task-specific (MT) curriculum

2 a denoising curriculum

3 a complexity curriculum



Self-Induced Curricula
Task-specific (MT) Curriculum
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Self-Induced Curricula
Denoising Curriculum

Need of a synthetic corpus (scrambled Europarl)

The percentage of non-matching pairs, i.e. non-translations, decreases from
18% to 2% (en2fr)



Self-Induced Curricula
Complexity Curriculum
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Self-Induced Curricula
Key Point: Homographs!
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Large % of homographs in the sentences at the beginning of the training
less sentences (punctuation, numbers, common BPE), noisier, easier

 What if no homographs?



Self-Induced Curricula
Key Point: Homographs!
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Self-Induced Curricula
Open Problems

1 Distant Languages (no/few homographs)

2 Low-resourced languages

Similar issues in unsupervised NMT.

Same solutions?



SS-NMT: Low-resource Setting
On-going Work

On-line back-translation of rejected pairs:

SS-NMT filtering to remove low-quality back-translations

Word translation for rejected back-translations

Add noise (word removal, replacement and permutation)

Performance:

Artificial settingu (lots of mono data, few comparable)

Real settingd (few mono data, few comparable)



SS-NMT: Low-resource Setting
On-going Work
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4 Initialising (Multilingual) NMT



Initialising (Multilingual) NMT
Remember... NMT with Transformers:

(Vaswani et al., 2017)

embeddings  

embeddings  

embeddings  

embeddings  

embeddings  

embeddings  

Embeddings, weights,
parameters... Different
words to say the same

Can they be initialised
with pre-trained models?



Initialising (Multilingual) NMT
Copying the Weights: The Easy Way is not Easy

(Adapted from https://www.programmersought.com/article/24793362644/)



Initialising (Multilingual) NMT
Copying the Weights: The Easy Way is not Easy
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(Adapted from https://www.programmersought.com/article/24793362644/)



Initialising (Multilingual) NMT
Copying the Weights: The Easy Way is not Easy

It would be cool to be able to use embeddings from LMs trained with huge
amount of data during weeks in powerful machines

But pre-trained architectures are not supervised NMT friendly

One can adapt NMT to match the LMs architectures
(He et al.2018, Zhang et al.2020)



Initialising (Multilingual) NMT
Copying the Weights: The Easy Way is not Easy

One can adapt NMT to match the LMs architectures
(He et al. 2018, Zhang et al. 2020)

One can train the LMs to mimic NMT blocks
(Lample et al. 2019)

One can do knowledge distillation to match the blocks
(Chen et al. 2020)

One can...



Initialising (Multilingual) NMT
Cross-lingual Language Model Pretraining (Lample & Conneau 2019)

Train transformer with “NMT sizes” with monolingual corpora concatenated
and CLM/MLM losses

Initialise encoder and decoder, ignore cross-attention

Ramachandran et al. 2016: for regularisation one should fine-tune with
CLM/MLM + MT losses:

Some works cannot find improvements for other language pairs

catastrophic forgetting with different domain corpora



Initialising (Multilingual) NMT
Cross-lingual Language Model Pretraining (Lample & Conneau 2019)

- CLM MLM
en-ro ro-en en-ro ro-en en-ro ro-en

Sennrich 2016, BT - 33.9 - - - -

en → ro 28.6 - 31.0 - 36.3 -
ro → en - 28.4 - 31.5 - 35.3
en ↔ ro 28.5 28.5 30.7 31.5 35.7 35.6
en ↔ ro + BT 35.9 34.4 37.8 37.0 39.1 38.5

Zhu 2020, Fusion - 39.1 - - - -

Results on supervised MT. BLEU scores on WMT’16 Romanian-English. The
previous state-of-the-art of Sennrich 2016 uses both back-translation and an
ensemble model. ro ↔ en corresponds to models trained on both directions.



BERT in NMT, Fusion
Incorporating BERT into Neural Machine Translation (Zhu et al. 2020)

Use BERT as it is; train an NMT

Initialise BERT-fuse with the previous

BERT is fused in each layer of the encoder and decoder of the NMT model
using cross attention

Drop-net probability decides how much BERT and how much NMT encoder
and decoder to use



BERT in NMT, Fusion
Incorporating BERT into Neural Machine Translation (Zhu et al. 2020)
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BERT in NMT, Fusion
Incorporating BERT into Neural Machine Translation (Zhu et al. 2020)

Algorithm BLEU score

Standard Transformer 28.57

Use BERT to initialize the encoder of NMT 27.14
Use XLM to initialize the encoder of NMT 28.22
Use XLM to initialize the decoder of NMT 26.13
Use XLM to initialize both the encoder and decoder of NMT 28.99

Leveraging the output of BERT as embeddings 29.67

Preliminary explorations on IWSLT’14 English-to-German translation



BERT in NMT, Fusion
Incorporating BERT into Neural Machine Translation (Zhu et al. 2020)

Transformer BERT-fused

En2De 28.6 30.4
De2En 34.6 36.1
En2Es 39.0 41.4
En2Zh 26.3 28.2
En2Fr 35.9 38.7

BLEU of all IWSLT tasks



BERT in NMT, Fusion
Incorporating BERT into Neural Machine Translation (Zhu et al. 2020)

Standard Transformer 28.57
BERT-fused model 30.45

Randomly initialize encoder/decoder of BERT-fused model 27.03
Jointly tune BERT and encoder/decoder of BERT-fused model 28.87

Feed BERT feature into all layers without attention 29.61
Replace BERT output with random vectors 28.91
Replace BERT with the encoder of another Transformer model 28.99

Remove BERT-encoder attention 29.87
Remove BERT-decoder attention 29.90

Ablation study on IWSLT’14 English-to-German



Are we there?
Already at the End of the Way!



Thanks! And...
wait!



Thanks! And...
The List of Selected References

General: transformer, BERT, summary
[LLS20, VSP+17, DCLT19]

Multilingual Embeddings: LASER
[AS19a, AS19b, LM20]

Multilingual Knowledge Distillation
[RG19, RG20]

Interlingual NMT Embeddings & SS-NMT
[EBBC17, EVBvG17, EvG18, REBvG19, EBR19, RvGE20]
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