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Introduction

o Quicksort and auickselect were invented in the
early sixties By CAR. Hoare (Hoare, 96l Hoare,
962

o They are simvple, elecant, geatiful and practical
solutions to two Rasic proglems of Computer
Science: sorting and selection

e They are primary examples of the
divide-and-conauer principle
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QQuicksort

void quicksort(vector<Elem>& A, int i, int j) {
if (1< 3 {
int p = select_pivot(4, i, j);
swap(A[p], A[11);
int k;
partition(A, i, j, k);
// Ali.k—1] < Alk] < Alk+1..j]
quicksort(A, i, k - 1);
quicksort(A, k + 1, j);
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Quickselect

Elem quickselect(vector<Elem>& A,
int i, int j, int m) {
if (4 >= j) return A[il;
int p = select_pivot(4A, i, j, m);
swap(A[p]l, A[1]);

int k;

partition(A, i, j, k);

if (m < k) quickselect(A, i, k¥ - 1, m);
else if (m > k) quickselect(A, k + 1, j, m);
else return A[k];
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Partition

void partition(vector<Elem>& A,
int i, int j, int& k) {

int 1 = i; int u = j + 1; Elem pv = A[i];
for ( ; ;) Ao

do ++1; while(A[1] < pv);

do --u; while(A[ul > pv);

if (1 >= u) break;

swap(A[1], Alul);
I
swap(A[il, Alul); k

u;
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The Recurrences for Averace Cost

e Proeraegility that the selected pivot is the k—th of n
elements: T,

e Averaae numeer Of comparisons @, to sort n
elements:

Qn =n—-1+ Z Tnk (Qkfl + ank)
k=1
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The Recurrences for Averace Cost

e Average numper Of comparisons Cp », tO select
the m—th out of n:

n
Cn,m =n-—-1+ Z Tn,k C’k—l,m
k=m-+1

m—1

+ Z Tn,k - Cnfk,mfk
k=1
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Quicksort: The Averaae Cost

e For the standard variant, the splitting proeagilities
are mnk = 1 / n
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Quicksort: The Averaae Cost

e For the standard variant, the splitting proeagilities
are mp =1/n

e Averaae numeer of comparisons @, to sort n
elemvents (Hoare, [962):

Qn=2(n+1)H, —4n
=2nlnn+ (2y —4)n+2lnn + O(1)

where Hy, = 31<p<n 1/k =1nn+ O(1) is the n—th
harmonic Numger.
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Quickselect: The Averaae Cost

e Averaae numeer of comparisons C ,, tO select
the m—th out of n elements (Knuth, I9T):

Chm =2(n+3+(n+1)H,
—(n+3-m)Hpi1m — (m+2)Hp).
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Quickselect: The Averaae Cost

e Averaae numeer of comparisons C ,, tO select
the m—th out of n elements (Knuth, I9T):

Cn,m = 2(n+ 3+ (n + 1)Hn
—(n+3—m)Hpi1-m — (Mm+2)Hy,).

e Thisis ©(n) forany m, 1 <m < n.
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Quickselect: The Averaae Cost

o The expectation characteristic function

Cnm
mo(a) - n%wlig}rzaa T’ =2t H(a)’

H(z) = —(zlnz + (1 — z)In(1 — z)).

with 0 <a <Ll
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Quickselect: The Averaae Cost

o The expectation characteristic function

Cnm
mg(a) = lim —— =242 H(a),

n—oo,m/n—a T

H(z) = —(zlnz + (1 — z)In(1 — z)).

with 0 <a <Ll

e The maximum is at a = 1/2, where
mo(1/2) =2 +2In2 = 3.386...
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Quickselect: The Averaae Cost

o The expectation characteristic function

Cnm
mg(a) = lim —— =242 H(a),

n—oo,m/n—a T

H(z) = —(zlnz + (1 — z)In(1 — z)).

with 0 <a <Ll

e The maximum is at a = 1/2, where
mo(1/2) =2 +2In2 = 3.386...

o The mean value is My = 3 — the average numpser
Of comparisons to select an item of aiven random
rank is 3n + o(n).
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Variance and More

o The variance of BoOth Quicksort and Quickselect is
B(n?) (Henneauin, 1989; Kirschenhoter < Prodineer,
[998) — concentration around the mean for
Quicksort, not £or Quickselect
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o Higher momentts are also known (e.a., Hennequin,
[989)
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Variance and More

o The variance of BoOth Quicksort and Quickselect is
B(n?) (Henneauin, 1989; Kirschenhoter + Prodinaer,
[998) — concentration around the mean for
Quicksort, not £or Quickselect

o Higher momentts are also known (e.a., Hennequin,
[989)

o Many properties arout the distrisutions are
known (e.a. Réanier, 1989 R Gsler, 1991, MeDiarmid <
Hayward, 1996), But Nno closed form
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IMmproving QRuicksort and Quickselect

o Apply eneral techniques: recursion removal, loop
UNWIrapPING, . ..
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o Apply eneral techniques: recursion removal, loop
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@ Reorder recursive calls to Quicksort
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IMpProvinag QRuicksort and QQuickselect

o Apply eneral techniques: recursion removal, loop
UNWIrapPING, . ..

@ Reorder recursive calls to Quicksort
e Switch to a simpler alaorithm for small surbiles
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IMmproving QRuicksort and Quickselect

o Apply eneral techniques: recursion removal, loop
UNWIrapPING, . ..

@ Reorder recursive calls to Quicksort
e Switch to a simpler alaorithm for small surbiles
o Use samples to select retter pivots
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@ Fixed Size Samples
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Quicksort with Median-o£-Three

e In auicksort with median-of—three, the pivot of
each recursive stace is selected as the median of a
sample of three elements (Singleton, 1969)
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Quicksort with Median-o£-Three

e In auicksort with median-of—three, the pivot of
each recursive stace is selected as the median of a
sample of three elements (Singleton, 1969)

e This reduces the proeagility of uneven partitions
which lead t0 Quadratic worst-case
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Quicksort with Median-o£-Three

o The splitting proraeilities are
(k—1)(n—k)

B )
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Quicksort with Median-o£-Three

o The splitting proraeilities are

(k—1)(n—k)
B )

o The averaae Numper Of cCOMParisons made By
QuUicksort with median-of—three Q, is (Sedaewick,
973)

12
Qn = —-nlogn + O(n),

roughly a +3% less than standard Quicksort
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Quickselect with Median-of-Three

o The averaae numwper of comparisons Cp ., Mmade By
Quickselect with median-of—three is
(Kirschenhofer, Martinez + Prodinaer, 997

72 156 156
Cnim = 20+ goHn = 3g Hm = 55 Hntiom
m—1)(m—2
+3m — ( X ) +0(1)

n
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Quickselect with Median-of-Three

o The averaae numwper of comparisons Cp ., Mmade By
Quickselect with median-of—three is
(Kirschenhofer, Martinez + Prodinaer, 997

72 156 156
Cnim = 20+ goHn = 3g Hm = 55 Hntiom
m—1)(m—2
+3m — ( X ) +0(1)

n

e To oRrtain this resut we used the Rivariate
aenerating function

C(z,u) = Z Z Cpmz"u™

n>01<m<n
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Quickselect with Median-of-Three

o The recurrences translate into a second-order
differential equation of hyperceometric type
satisfied By C(z,u)
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Quickselect with Median-of-Three

o The recurrences translate into a second-order
differential equation of hyperceometric type
satisfied By C(z,u)

o We compute then explicit solutions for the GF,
and from there, one has to extract (painfully =)
the coefficients
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Quickselect with Median-of-Three

o The expectation characteristic function is
— 2 Cn,m —
my(a) = lim —— =243-a-(1-a)

n—oo,m/n—o TN

with 0 < o < L.
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Quickselect with Median-of-Three

o The expectation characteristic function is

C
my(a) = lim R —243-a-(1-a)
n—oo,m/n—o TN

With 0 < a < 1.
e For any a, mi(a) < mp(a)
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Quickselect with Median-of-Three

o The expectation characteristic function is

C
my(a) = lim R —243-a-(1-a)
n—oo,m/n—o TN
with 0< a < 1.
e For any a, mi(a) < mp(a)

e The mean value is My = 5/2; compare to 3n + o(n)
comparisons for standard Quickselect on random
ranks
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Quickselect with Median-of-Three

A plot of the standard auickselect characteristic
function versus median-of—three characteristic
function

3.386... — — — —

2.75 — — —

2 a
0.0 0.5 1.0

v
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Median-o$-(2t + 1)

o The generalization to samples of size s = (2t + 1) is
immediate
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Median-o$-(2t + 1)

o The generalization to samples of size s = (2t + 1) is
immediate

o I# s = ©(1) then the recurrences for Quicksort and
Quickselect are ~ as for the standard case (s = 1)
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Median-o$-(2t + 1)

o The generalization to samples of size s = (2t + 1) is
immediate

o I# s = ©(1) then the recurrences for Quicksort and
Quickselect are ~ as for the standard case (s = 1)

o The splittina proraeilities are:

e 50
" (21&11)
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Quicksort with Median-of-(2t + 1)

o Averaae numper Of coOMmPparisons ng) (VanEmden,
1970) .

Hopyo — Hy 1

ng) nlogn + O(n)
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Quuicksort with Median-o£-(2t + 1)

o Averaae numper Of coOMmPparisons ng) (VanEmden,

1970)
1

Hopyo — Hy 1

st) nlogn + O(n)

o Notice that Ct = 1/(H2t+2 — Ht+1) tends to 1/ In2 as
t — o0; this means that with larae samples

Qn ~ nlogyn

which is optimal (in the theoretical sense)
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QUuickselect with Median-o£-(2¢ + 1)

o The average numier Of comparisons is NOt kNownN;
must Be linear, But the coefficient mi(a) remains
unkNownN
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QUuickselect with Median-o£-(2¢ + 1)

o The average numier Of comparisons is NOt kNownN;
must Be linear, But the coefficient mi(a) remains
unkNownN

o Averaae Nnumeer Of comparisons C,(f) to select an
element of random rank (Martinez ¢ R.oura,
200N0:

(t) _ 1
Chn —(2+t+1)n—i—o(n)
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QUuickselect with Median-o£-(2¢ + 1)

o The average numier Of comparisons is NOt kNownN;
must Be linear, But the coefficient mi(a) remains
unkNownN

o Averaae Nnumeer Of comparisons C,(f) to select an
element of random rank (Martinez ¢ R.oura,
200N0:

(t) _ 1
Chn —(2+t+1)n—i—o(n)

o The variance of the numeer of comparisons to
select an element of random rank (Martinez <
R.oura, 200DN:

] 2t + 3

= 2T 0?4 o(n?)

(t)
V[C" C3(t+1)
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Median-o$-(2t + 1)

o The main techniQue to o&tain the results was the
continuos master theorem (R.oursa, I99T); it allows
t0o solve many recurrences of the type

Fo=1t,+ Z wn,ka
0<k<n
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Median-o$-(2t + 1)

o The main techniQue to o&tain the results was the
continuos master theorem (R.oursa, I99T); it allows
t0o solve many recurrences of the type

Fo=1t,+ Z wn,ka
0<k<n

e The CMT is a powerful generalization of the usual
master theorem found in textrooks (ea, Cormen,
Leiserson = R.ivest, 990"
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Median-o$-(2t + 1)

o To use the CMT one needs to £ind a continuous
approximation of the weichts wy x; we typically use
w(z) =limp 00N - Wn zn
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Median-o$-(2t + 1)

o To use the CMT one needs to £ind a continuous
approximation of the weichts wy x; we typically use
w(z) =limp 00N - Wn zn

o Then one has to compute

1
’Hzl—/ w(z) - 2%dz
0

where a > —1 is the exponent of n in t,; we have
three cases depending on H >0, H =0 H <0
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Adaptive Sampling for Quickselect

o Median-0#-(2t + 1) might Be 8 GO0Od idea for
sorting: BOth sugartays must Be recursively sorted;
But it is NOt so natural for selection
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Adaptive Sampling for Quickselect

o Median-0#-(2t + 1) might Be 8 GO0Od idea for
sorting: BOth sugartays must Be recursively sorted;
But it is NnOt so natural for selection

@ In proportion-from-s samplina we take an element
iN the sample of s elements whose rank is, i
relative terms, close to the rank of the socuaht
element (Martinez, Panario < Viola, 2004)
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Adaptive Sampling for Quickselect

o More generally, if the current relative rank is
a =m/n, we select the element of rank r(a) from
the sample as our pivot
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Adaptive Sampling for Quickselect

o More generally, if the current relative rank is
a =m/n, we select the element of rank r(a) from
the sample as our pivot

Example
o Standard quickselect: s = 1,7(a) =1
o Median-of-(2t +1): s =2t + 1,7(a) =t +1
@ Proportion-from-s: r(a) ¥ a - s
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Adaptive Sampling for Quickselect

Example
We are looking the fourth element (m = 4) out of n = 15 elements

[0 [5[10[12]3[1[11[15]7 [2 8 [13] 6] 4 [14]
a=4/15<1/3
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Adaptive Sampling for Quickselect

Example
We are looking the fourth element (m = 4) out of n = 15 elements

[0[5[10[12[3[1[11[15]7 [2 8 [13] 6] 4 [14]
a=4/15<1/3
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Adaptive Sampling for Quickselect

Example
We are looking the fourth element (m = 4) out of n = 15 elements

[0 [5[10[12]3 1 [11[15]7 28 [13] 6] 4 [14]
a=4/15<1/3
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Adaptive Sampling for Quickselect

Example
We are looking the fourth element (m = 4) out of n = 15 elements

[7]5]4]6[3[1]8[2 @li5[11[13][12]10]14]
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Adaptive Sampling for Quickselect

Example
We are looking the fourth element (m = 4) out of n = 15 elements

[7]5]4]6[3[]1]8[2 @N15[11][13][12]10]14]
1/3<a=4/8=1/2<2/3
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Adaptive Sampling for Quickselect

Example
We are looking the fourth element (m = 4) out of n = 15 elements

[7]5]4]6[3[1[8[2 @N15]11[13]12]10]14]
1/3<a=4/8=1/2<2/3
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Adaptive Sampling for Quickselect

Example
We are looking the fourth element (m = 4) out of n = 15 elements

(15423 @87 [9o]15]11][13][12]10][14]
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Adaptive Sampling for Quickselect

Example
We are looking the fourth element (m = 4) out of n = 15 elements

(1 ]5]4]2 38N 87 [9[15]11]13]12]10]14]
a=4/5>2/3
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Adaptive Sampling for Quickselect

Example
We are looking the fourth element (m = 4) out of n = 15 elements

(1 ]5]4]2[3 6N 87 [9[15]11]13]12]10]14]
a=4/5>2/3
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Adaptive Sampling for Quickselect

Example
We are looking the fourth element (m = 4) out of n = 15 elements

(23] 1 AN 5[6[8][7[90[15]11]13][12]10]14]
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Adaptive Sampling for Quickselect

Theorem (Martinez, Panario < Viola, 2004)

For any adaptive sampling strateay, the expectation
characteristic function f(a) = lim,_, 0 m/noa C’;L—'"
satisfies

s!
1@) =14 e — Di(s — ()~

1
[ [ 1(2) e ey
o T
+/ <Ot — CU) r(a)_l(l _ m)s-i-l—r(oc) dr
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Adaptive Sampling for Quickselect

Theorem (Martinez <+ Dalicault, 2006)

The second factorial moment characteristic function
g(a) = im,, 00 m/n—sa W Of any adaptive sampling
strateay satisfies

g(a) =2f(a) - 1

s!

e — Do —¢

« a—T r(a)=171 _ \s+2—7(a)
+/Og(1_$>z (1—-12) d:v]

— [/al g(a/:z:)mr(a)—&-l(l _ J:)S_r(o‘) dz
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Adaptive Sampling for Quickselect

Theorem (Martinez <+ Dalicault, 2006)

The second factorial moment characteristic function
g(a) = im,, 00 m/n—sa W Of any adaptive sampling
strateay satisfies

g(a) =2f(a) -1

s!

e — Do —¢

« a—T r(a)=171 _ \s+2—7(a)
+/Og(1_$>z (1—-12) d:v]

— [/al g(a/:z:)mr(a)—&-l(l _ J:)S_r(o‘) dz
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Adaptive Sampling for Quickselect

A plot of median-of—three characteristic function
versus proportion-from—three f(a)

2.75
2.723...

my (o)

43 Do
0.0 0.202... 0.5 1.0

0.276. ..
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Adaptive Sampling for Quickselect

A plot of v(a) for standard Quickselect (Kirschenhotfer
+ Prodinger, [998) and for median-of—three (Martinez
< Daligaurt, 2006)

0.956

0.391

4
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Fixed Size Samples

Adaptive Sampling for Quickselect

o With a suitarle choice of the endpoints of the
intervals that define r(a), we have shown that
there exists a proportion-from-3-like strateay
which makes the minimum averacge numweer of
comparisons for all a (amona all strateaies using
samples of three elements)
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Fixed Size Samples

Adaptive Sampling for Quickselect

o With a suitarle choice of the endpoints of the
intervals that define r(a), we have shown that
there exists a proportion-from-3-like strateay
which makes the minimum averacge numweer of
comparisons for all a (amona all strateaies using
samples of three elements)

o The same techniQues can re used to £ind the
strateay which minimizes the averace total cost (a
weighted sum of exchanaes and comparions)
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Optimal Samplina for Quicksort

e We consider now samples of size
s=s(n) =2t(n)+ 1, with t =0o(n) and t — o0 as
n — 00, $Or instance ¢t =logn
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Optimal Samplina for Quicksort

o \We consider now samples of size
s=s(n) =2t(n)+ 1, with t =0o(n) and t — o0 as
n — 00, $Or instance ¢t =logn

e The recurrence for the averace cost is Nnow

Qn =n+ @(5) + Z T,k (Qk—l + Qn—k):
k=1

its important to take into account the work done
10 select the pivot from the samplel
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Optimal Samplina for Quicksort

o The standard techniQues for fixed-size samples do
NoOt wWork here, the Rasic proelem are the splitting
proeagilities m, i
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Optimal Samplina for Quicksort

o The standard techniQues for fixed-size samples do
NoOt wWork here, the Rasic proelem are the splitting
proeagilities m, i

o The CMT comes to rescue to allow us rigorously
prove "handwaving" intuitive arauments ..
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Optimal Samplina for Quicksort

Theorem (Martinez + R.oura, 200D

The average Nnumper Of comparisons made BY Quicksort
with median-of-(2t + 1), for t = t(n) satisbying t — oo
and t/n — 0 when n — o0, is

Qn = nlogsn + o(nlogn)

Optimal Samplina £or Sortina and Selection INCO, Uruauay



Introduction Fixed Size Samples Optimal Sampling

Optimal Samplina for Quicksort

Theorem (Martinez ¢ R.oura, 200D

The averace total cost

(= comparisons + £ - 4k exchanges) of @uicksort with
wedian-of-(2t + 1), for t = t(n) satisfyina t — oo and
t/n — 0 when n — 00, is

~

Qn = (1+¢/4) -nlogyn + o(nlogn),
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Computing the Optimal Sample Size

e The idea is tO suestitute the asymptotic when
t — 00 INto the recurrences

n—1
Qn=n+0(s)+ Z Trket1° (k: log, k+ (n— k) logy(n — k)
k=0

+o(klogk + (n — k) log(n — k))),
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Computing the Optimal Sample Size

e The idea is tO suestitute the asymptotic when
t — 00 INto the recurrences

n—1
Qn=n+0(s)+ Z Trket1° (k log, k+ (n— k) logy(n — k)
k=0

+o(klogk + (n — k) log(n — k))),

@ ...and compute asywptotic estimates of the right
hand-side
nlog,n

where we put G- s+ o(s) the (average) cost of
selecting the median from the sample

Qn=n+p0-s+
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Optimal Samplina for Quicksort

Theorem (Martinez ¢ R.oura, 200D

Let s* = 2t* + 1 denote the optimal sample size that
minimizes the averace Nnumeer Of comparisons made By
Quicksort. Then

4—¢(2In2—1
=5 (i) e ()

81n2

if £ <7=4/(2In2— 1) ~ 10.3548
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Optimal Sample Sizes for Quicksort

Optimal sample size vs. exact values

g sto Tho e zho zsio acho
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Expensive Exchanges and Optimal Sampling

o |§ exchanaes are expensive (¢ > 1), pick the (9 - s)—th
element of a sample of size ©(4/n), Not the median
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Expensive Exchanges and Optimal Sampling

o |§ exchanaes are expensive (¢ > 1), pick the (9 - s)—th
element of a sample of size ©(4/n), Not the median

o |# the position of the pivot is close to either end
Of the array, then very few exchanaes are
Nnecessary on that stage, But a poor partition leads
t0 more recursive steps. This trade-off is relevant
i$ exchanges are very expensive
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Optimal Samplina

Expensive Exchanges and Optimal Sampling

o |§ exchanaes are expensive (¢ > 1), pick the (9 - s)—th
element of a sample of size ©(4/n), Not the median

o £ the position of the pivot is close to either end
Of the array, then very few exchanaes are
Nnecessary on that stage, But a poor partition leads
t0O more recursive steps. This trade-off is relevant
i$ exchanges are very expensive

e We found an explicit formula for 9 as a function
of ¢
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Optimal Samplina for Quickselect

Theorem (Martinez <+ Roura, 200D

The averace total cost
(H= comparisons + £ - 4= exchanaes) of Quickselect with
wedian-0$-(2t + 1) to select an element of random
rank, for t = t(n) satisfyina t — oo and t/n — 0 when
n — 00, 1s

Crn =2(1+£/4) -n+ o(nlogn),
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Optimal Samplina for Quickselect

Theorem (Martinez ¢ R.oura, 200D

Let s* = 2t* + 1 denote the optimal sample size that
Mminimizes the averace total cost of auickselect. Then

t*zle/ﬁ-\/ﬁJrO(\/ﬁ)
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Optimal Samplina for Quickselect

e Solving the intearal equations for the
expectation and second factorial moment
characteristic function is difficurt, But we can
analyse what happens when s — oo
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Optimal Samplina for Quickselect

e Solving the intearal equations for the
expectation and second factorial moment
characteristic function is difficurt, But we can
analyse what happens when s — oo

o [or instance, if we use median-0f-(2¢ + 1) samplina
then mi(a) = 2 when t — oo; this is Nnot optimal
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Optimal Samplina for Quickselect

Theorem (Martinez, Panario % Viola, 2004)

Proportion-from-s samplina with s — co achieves
optimal expected performance:

f(a) =1+ min(a,1 — a)

Optimal Samplina

Optimal Samplina £or Sortina and Selection

INCO, Uruauay
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Optimal Samplina for Quickselect

Theorem (Martinez < Daligault, 2006)

The variance of proportion-£rom-s samplinag with
s — 00 Is sur@uadratic. Since

g(a) = (1 4+ min(e, 1 — @))? = f*(a),
we have

lim V[Cr,m]

n—oo0,m/n—a n2

=g(a) - f2(a) =0
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Optimal Samplina for Quickselect

o The two results arove hold for riased
proportion-from-s strateaies
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Optimal Samplina for Quickselect

o The two results arove hold for riased
proportion-from-s strateaies

e The rank r(a) must Be close to a - s ...But NO too
close!
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Optimal Samplina for Quickselect

o The two results arove hold for riased
proportion-from-s strateaies

e The rank r(a) must Be close to a - s ...But Nno too
close!
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Optimal Samplina for Quickselect

o The two results arove hold for eiased
pProportion-from-s stratecies

e The rank r(a) must Be close to a - s ...But NO too
close!

o We want our selected pivot to Be close to the
soucht element, rut at the proper side; e, I£
a < 1/2 the pivot should Be slightly to the richt of
the sought element, not to the left
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Optimal Samplina for Quickselect

o The two results arove hold for eiased
proportion-from-s stratecies

e The rank r(a) must Be close to a - s ...But NO too
close!

e We want our selected pivot to Be close to the
soucht element, rut at the proper side; e, I£
a < 1/2 the pivot should Be slightly to the richt of
the sought element, not to the left

e Solution: take r(a) >a-s+1—aif a <1/2 and
syvmwetrically i$ o > 1/2
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Optimal Samplina for Quickselect

e We can plua the asywptotic estimate
Chn,m = n+min(m,n —m) + o(n) Back into
Quickselect’s recurrence to determine the optimal
size Of samples
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Optimal Samplina for Quickselect

o We can plug the asymptotic estimate
Chn,m = n+min(m,n —m) + o(n) Back into
Quickselect’s recurrence to determine the optimal
size of samples

o But it is difficuHt tO ortain precise asywptotics, we
only ortained order of maanitude

Cn,m:n+ﬁ.s+min(m,n—m)+@<:‘>,

2
V[Cn,m] = max <n - S, 2)
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Optimal Samplina for Quickselect

Theorem (Martinez < Daligault, 200L)

Biased proportion-from-s samplinag with s = 8(y/n)
minimizes BoOth the expectation and variance of the
NnuMBer Of comparisons; iN particular, the variance is
e(n?/?).

Optimal Samplina £or Sortina and Selection INCO, Uruauay



Introduction Fixed Size Samples Optimal Sampling

Sources

[ J. Dali@aurt and C. Martinez.
On the variance of Quickselect.
INn Proc. of the 3rd ACM-SIAM Workshop on
Analytic Algorithmics and Comeinatorics
(ANALCOOL), 2006.

[ P. Kirschenhofer, H#. Prodinger, and C. Martinez.
Analysis of Hoare’s Find algorithm with
median-of—three partition
R.andom Structures < Algorithms, IODIH3—S6,
1997,

Optimal Samplina £or Sortina and Selection INCO, Uruauay



Introduction Fixed Size Samples Optimal Sampling

Sources

@ C. Martinez, D. Panario, and A. Viola.
Adaptive sampling £Or Quickselect.
INn Proc. of the ISth Annual ACM-SIAM Sywmposium
on Discrete Algorithms (SODA'OH), paces
H4+-O—+4+8, 2004

@ C. Martinez and S. Roura.
Ortival sampling strateaies in Quicksort and
Quickselect.
SIAM J. Comput., 3383105, 200,

Optimal Samplina £or Sortina and Selection INCO, Uruauay



	Introduction
	Fixed Size Samples
	Optimal Sampling

