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## Rank-based hiring

A hiring strategy is rank-based if and only if it only depends on the relative rank of the current candidate compared to the candidates seen so far.
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## Rank-based hiring

The recursive decomposition of permutations

$$
\mathcal{P}=\epsilon+\mathcal{P} \star Z
$$

is the natural choice for the analysis of rank-based strategies.

## Rank-based hiring

- Let $\sigma \star j$ denote the permutation one gets after relabelling $j$, $j+1, \ldots, n=|\sigma|$ to $j+1, j+2, \ldots, n+1$ and appending $j$ at the end.
- Ex: 32451 * $3=425613,32451$ * $2=435612$
- Let $X_{j}(\sigma)=1$ if candidate with score $j$ is hired after $\sigma$ and $X_{j}(\sigma)=0$ otherwise.
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## Rank-based hiring

Theorem
Let $H(z, u)=\sum_{\sigma \in \mathcal{P}} \frac{z^{|\sigma|} \mid \sigma!}{} u^{h(\sigma)}$.
Then

$$
(1-z) \frac{\partial}{\partial z} H(z, u)-H(z, u)=(u-1) \sum_{\sigma \in \mathcal{P}} X(\sigma) \frac{z^{|\sigma|}}{|\sigma|!} u^{h(\sigma)},
$$

where $X(\sigma)$ the number of $j$ such that $X_{j}(\sigma)=1$.

## Rank-based hiring

We can write $h(\sigma)=0$ if $\sigma$ is the empty permutation and $h(\sigma \star j)=h(\sigma)+X_{j}(\sigma)$.

$$
\begin{aligned}
H(z, u) & =\sum_{\sigma \in \mathcal{P}} \frac{z^{|\sigma|}}{|\sigma|!} u^{h(\sigma)}=1+\sum_{n>0} \sum_{\sigma \in \mathcal{P}_{n}} \frac{z^{|\sigma|}}{|\sigma|!} u^{h(\sigma)} \\
& =1+\sum_{n>0} \sum_{1 \leq j \leq n} \sum_{\sigma \in \mathcal{P}_{n-1}} \frac{z^{|\sigma \star j|}}{|\sigma \star j|!} u^{h(\sigma \star j)} \\
& =1+\sum_{n>0} \sum_{1 \leq j \leq n} \sum_{\sigma \in \mathcal{P}_{n-1}} \frac{z^{|\sigma|+1}}{(|\sigma|+1)!} u^{h(\sigma)+x_{j}(\sigma)} \\
& =1+\sum_{n>0} \sum_{\sigma \in \mathcal{P}_{n-1}} \frac{z^{|\sigma|+1}}{(|\sigma|+1)!} u^{h(\sigma)} \sum_{1 \leq j \leq n} u^{x_{j}(\sigma)} .
\end{aligned}
$$

## Rank-based hiring

Since $X_{j}(\sigma)$ is either 0 or 1 for all $j$ and all $\sigma$, we have

$$
\sum_{1 \leq j \leq n} u^{X_{j}(\sigma)}=(|\sigma|+1-X(\sigma))+u X(\sigma)
$$

where $X(\sigma)=\sum_{1 \leq j \leq|\sigma|+1} X_{j}(\sigma)$.
$H(z, u)=1+\sum_{n>0} \sum_{\sigma \in \mathcal{P}_{n-1}} \frac{z^{|\sigma|+1}}{(|\sigma|+1)!} u^{h(\sigma)}((|\sigma|+1-X(\sigma))+u X(\sigma))$.
The theorem follows after differentiation and a few additional algebraic manipulations.

## Pragmatic strategies

A hiring strategy is pragmatic if and only if

- Whenever it would hire a candidate with score $j$, it would hire a candidate with a larger score

$$
X_{j}(\sigma)=1 \Longrightarrow X_{j^{\prime}}(\sigma)=1 \quad \text { for all } j^{\prime} \geq j
$$

- The number of scores it would potentially hire increases at most by one if and only if the candidate in the previous step was hired
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## Pragmatic strategies

Theorem
For any pragmatic hiring strategy and any permutation $\sigma$, the $X(\sigma)$ best candidates of $\sigma$ have been hired (and possibly others).
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## Pragmatic strategies

Let $r_{n}$ denote the rank of the last hired candidate in a random permutation, and

$$
g_{n}=1-\frac{r_{n}}{n}
$$

is called the gap.
Theorem
For any pragmatic hiring strategy,

$$
\mathbb{E}\left[g_{n}\right]=\frac{1}{2 n}\left(\mathbb{E}\left[X_{n}\right]-1\right)
$$

where $\mathbb{E}\left[X_{n}\right]=\left[z^{n}\right] \sum_{\sigma \in \mathcal{P}} X(\sigma) z^{|\sigma|} /|\sigma|!$.

## Hiring above the maximum

Candidate $i$ is hired if and only if her score is above the score of the best currently hired candidate.

- $X(\sigma)=1$
- $\mathcal{H}(\sigma)=\{i: i$ is a left-to-right maximum $\}$
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## Hiring above the $m$ th best

Candidate $i$ is hired if and only if her score is above the score of the $m$ th best currently hired candidate.

- $X(\sigma)=|\sigma|+1$ if $|\sigma|<m ; X(\sigma)=m$ if $|\sigma| \geq m$
- $\mathbb{E}\left[h_{n}\right]=\left.\left[z^{n}\right] \frac{\partial H}{\partial u}\right|_{u=1}=m \ln n+O(1)$ for fixed $m$
- Variance of $h_{n}$ is also $m \ln n+O(1)$ and after proper normalization $h_{n}^{*}$ converges to $\mathcal{N}(0,1)$
- The case of arbitrary $m$ can be studied by introducing $\mathrm{H}(z, u, v)=\sum_{m \geq 1} v^{m} H^{(m)}(z, u)$, where $H^{(m)}(z, u)$ is the GF that corresponds to a given particular $m$.
- We can show that
$\mathbb{E}\left[h_{n}\right]=m\left(H_{n}-H_{m}+1\right) \sim m \ln (n / m)+m+O(1)$, with $H_{n}$ the $n$th harmonic number
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## Hiring above the median

$n \in\{1000, \ldots, 10000\}, M=100$ random permutations for each $n$


In red: $\mathbb{E}\left[h_{n}\right]$ with $X_{L}$; in green: $\mathbb{E}\left[h_{n}\right]$ with $X_{U}$; in yellow: simulation
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Thanks for your attention!

