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- $\mathcal{A}$ is a $(\epsilon, \delta)$-additive approximation to $\Phi$ if we have

$$
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- When $\delta=0, \mathcal{A}$ must be deterministic.

When $\epsilon=0, \mathcal{A}$ must be an exact algorithm.
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- Assuming that there are $d$ distinct elements, the algorithm computes maxzeros $(h(j))$ as a good approximation of $\log d$.
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- Random variables $Y_{r}$ are pairwise independent, as they come from a universal hash family.
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- Thus the algorithm provides a $\left(2, \frac{\sqrt{2}}{3}\right)$-approximation.
- How to improve the quality of the approximation?
- Usual technique: run $k$ several independent copies of the algorithm and take the best information from them, in this case, the median of the $k$ answers.
If the median exceed $3 d$ at least $k / 2$ of the runs do.
- By standard Chernoff bounds, the median exceed $3 d$ with probability $2^{-\Omega(k)}$ and the median is below $3 d$ with probability $2^{-\Omega(k)}$.
- Choosing $k=\Theta(\log (1 / \delta))$, we can make the sum to be at most $\delta$. So we get a $(2, \delta)$-approximation. However, the used memory is now $O(\log (1 / \delta) \log n)$.

