Abstract—First-order definable structures with atoms are infinite, but exhibit enough symmetry to be effectively manipulated. We study Constraint Satisfaction Problems (CSPs) where both the instance and the template are definable structures with atoms. As an initial step, we consider locally finite templates, which contain potentially infinitely many finite relations. We argue that such templates occur naturally in Descriptive Complexity Theory.

We study CSPs over such templates for both finite and infinite, definable instances. In the latter case even decidability is not obvious, and to prove it we apply results from topological dynamics. For finite instances, we show that some central results from the classical algebraic theory of CSPs still hold: the complexity is determined by polymorphisms of the template, and the existence of certain polymorphisms, such as majority or Mal’tsev polymorphisms, guarantees the correctness of classical algorithms for solving finite CSP instances.

Index Terms—Sets with atoms; Constraint Satisfaction Problems

Once and for all, fix a countably infinite set $\mathcal{A} = \{1, 2, 3, \ldots \}$, whose elements we call atoms.

I. INTRODUCTION

Example 1. Here is an easy puzzle: consider an (infinite) graph $G$ with ordered pairs of distinct atoms as vertices (here we denote such a pair simply by $ab$, for $a \neq b \in \mathcal{A}$), and with an undirected edge $ab$—$bc$ whenever $a$ and $c$ are distinct. Is this graph 3-colorable?

The answer is negative, as $G$ contains the subgraph:

![Graph](image)

which, as can be checked by hand, is not 3-colorable. We do not know whether this is the smallest non-3-colorable subgraph of $G$, but we could not find a smaller one, and it is rather interesting to see how big a graph we needed to check.

This motivates a harder puzzle: consider graphs with $n$-tuples of distinct atoms as vertices, and edges defined by quantifier-free (or even first order) formulas with equality, and with $2n$ variables that range over atoms; for $G$ above, $n = 2$ and the set of edges is:

$$\{(ab, dc) \mid a, b, c, d \in \mathcal{A}, (b = d) \land (c \neq d) \land (a \neq c)\}.$$

Now the question is whether the 3-colorability of a graph represented by a number $n$ and a formula is decidable at all? It is a standard exercise in logical compactness that a graph is 3-colorable iff all its finite subgraphs are, but it may not be clear whether there is a computable bound on the size of finite subgraphs that need to be checked to ensure the colorability of the entire graph. □

Example 2. Systems of linear equations over the two-element field $\mathbb{Z}_2$ can be augmented with atoms just as graphs can. Consider $n$-tuples of distinct atoms as variable names, and let a system of equations be defined by a formula similarly to Example 1 for example (with $n = 2$):

$$\{(ab + bc + ca = 0 \mid a, b, c \in \mathcal{A}, (a \neq b) \land (b \neq c) \land (a \neq c)\}.$$

This system has a trivial solution where all variables have value 0. To disallow that solution one may e.g. extend the system by one more equation:

$$12 + 21 = 1.$$

Does the extended system have a solution? It turns out that it does not, but a finite subsystem with no solutions again turns out curiously bulky. Here is the smallest one that we have managed to find:

$$\begin{align*}
12 + 21 &= 1 \\
12 &= 0 \\
21 &= 0 \\
23 &= 0 \\
31 &= 0 \\
32 &= 0 \\
42 &= 0 \\
45 &= 0 \\
13 + 32 &= 0 \\
+ 34 + 42 &= 0 \\
+ 15 + 53 + 41 &= 0 \\
+ 25 + 53 &= 0 \\
+ 54 + 41 &= 0 \\
0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 + 0 &= 1
\end{align*}$$

Again, a question appears whether the solvability of equation systems given by formulas over atoms is decidable, and if so, what its complexity is. □

The above are examples of so-called Constraint Satisfaction Problems (CSPs). An instance $I$ of a CSP is a set of variables together with a set of constraints of the form...
Let \((x_1, \ldots, x_n), R\), where the \(x_i\) are variables and \(R\) is an \(n\)-ary relation belonging to a fixed family of relations \(\mathcal{R}\) over a domain \(T\); the pair \(T = (T, \mathcal{R})\) is called a template for \(\mathbb{I}\).

For example, 3-colorability is a CSP for a template with three elements (colors) equipped with a single binary inequality relation \(\neq\). To see a graph as an instance, one considers its vertices as variables, and adds a constraint \((x, y, \neq)\) whenever \(x\) and \(y\) are adjacent. An equation system \(\mathcal{E}\) over \(\mathbb{Z}_2\), assuming that every equation is of the form \(x + y + z = 0\) or \(x + y = 1\), can be seen as an instance over a template with two elements 0 and 1, equipped with two relations:

\[
Z = \{(0, 0, 0), (0, 1, 1), (1, 0, 1), (1, 1, 0)\},
\]

\[
S = \{(0, 1), (1, 0)\}.
\]

To construct an instance, one picks constraints:

\[
((x, y, z), Z) \quad \text{for each} \quad x + y + z = 0 \in \mathcal{E},
\]

\[
((x, y), S) \quad \text{for each} \quad x + y = 1 \in \mathcal{E}.
\]

A solution of an instance is an assignment \(f\) which maps every variable to a template element, so that for every constraint \(((x_1, \ldots, x_n), R)\), the tuple of values \((f(x_1), \ldots, f(x_n))\) belongs to the relation \(R\). It is useful to view a template \(T = (T, \mathcal{R})\) as a relational structure with universe \(\mathbb{I}^T\), over the signature \(\mathcal{R}\), with the tautological interpretation mapping. A CSP instance \(\mathbb{I}\) over the template \(T\) can then be viewed as a relational structure, whose universe consists of its variables \(I\), and the interpretation of a relation \(R \in \mathcal{R}\) of arity \(n\) is the set of those tuples \(\bar{x} \in \mathbb{I}^n\) for which \((\bar{x}, R)\) is a constraint. Then solutions of \(\mathbb{I}\) correspond to homomorphisms of relational structures from \(\mathbb{I}\) to \(T\).

The classical theory of CSPs tries to classify the computational complexity of the following decision problem, parametrized by a template \(T\), with finite instances.

**Problem:** CSP(\(\mathbb{I}\))

**Input:** A finite instance \(\mathbb{I}\) over \(T\)

**Decide:** Does \(\mathbb{I}\) have a solution?

The algebraic approach to this end is particularly successful. It is based on the observation that the complexity of CSP(\(\mathbb{I}\)) entirely depends on the algebra of polymorphisms (a multi-variate generalization of the notion of an endomorphism) of the template \(\mathbb{I}\). For example, the fact that finite systems of equations over \(\mathbb{Z}_2\) can be solved in polynomial time can be inferred from the fact that the relevant template has a so-called Maltsev polymorphism \([2]\), and the NP-completeness of graph 3-coloring follows from the fact that the corresponding template has no so-called cyclic polymorphisms \([3, 5]\).

Our Examples \([1, 2]\) do not fit the mainstream development of CSP theory, since our instances are infinite. They are, however, definable via first order expressions, in a sense made precise in Section \([\text{III}]\). The aim of this paper is to formulate the rudiments of CSP theory for definable structures. We define and study the complexity of the following decision problem.

**Problem:** CSP-Inf(\(\mathbb{I}\))

**Input:** An expression defining an instance \(\mathbb{I}\) over \(\mathbb{T}\)

**Decide:** Does \(\mathbb{I}\) have a solution?

We show that, for any fixed finite template \(T\), this problem is decidable, and specify tight complexity bounds. In particular, the following result is a consequence of the results proved in Section \([\text{III}]\).

**Theorem 3.** Let \(T\) be a finite template such that CSP(\(\mathbb{T}\)) is complete for a complexity class \(C\) under logarithmic space reductions. Then CSP-Inf(\(\mathbb{T}\)) is decidable and complete for the complexity class \(\exp(C)\) under logarithmic space reductions.

The general definition of the class \(\exp(C)\) is given in Section \([\text{III-B}]\) here we just mention that \(\exp(L) = \text{PSPACE}, \exp(P) = \text{EXP}, \exp(NP) = \text{NEXP},\) etc.

Interestingly, our key technical tool for proving the upper bound comes from topological dynamics, in the following theorem due to Pestov:

**Theorem 4 ([6]).** Every continuous action of the topological group Aut(\(\mathbb{Q}, \le\)) on a compact space has a fixedpoint.

This theorem is strongly related with Ramsey’s theorem (see \([7]\) for a generalization of this theorem, linking it to Ramsey theory). In fact, the upper bound in Theorem 3 could be proved directly with the use of Ramsey’s theorem.

In Section \([\text{IV}]\) we reverse the situation and consider finite instances over infinite templates. We allow the templates to have an infinite set of relations, but we assume them to be locally finite, i.e., every relation is finite. Examples of such CSPs appear in various contexts:

**Example 5.** Consider the following graph coloring problem. Fix a positive integer \(k\). Let \(G = (V, E)\) be a finite graph, together with a labeling \(l : V \rightarrow (\mathbb{A}_k)\), where elements of \(\mathbb{A}\) are interpreted as colors.

The problem is to decide whether one can find a coloring \(c : V \rightarrow \mathbb{A}\) such that \(c(v) \in l(v)\) for every \(v \in V\) and \(c(v) \neq c(w)\) whenever \(v\) and \(w\) are adjacent in \(G\).

This problem can be understood as a CSP over a (definable) template whose domain is \(\mathbb{A}\), with a relation

\[
R_{C,D} = C \times D - \Delta
\]

for every pair \(C, D \in (\mathbb{A}_k)^2\), where \(\Delta \subseteq A^2\) is the binary diagonal relation. The instance corresponding to a graph has \(V\) as the set of variables, and a constraint \(((v, w), R_{l(v), l(w)})\) for each pair of adjacent vertices \(v, w\).

Note that while every finite instance over an infinite, locally finite template is trivially an instance over its finite subtemplate, there may be no single finite subtemplate that immediately fits all instances of interest. Since templates in CSP theory are means of grouping large classes of similar instances, it may sometimes be useful to consider infinite, locally finite templates.

Situations where the set of admissible values for variables is not fixed for all instances sometimes arise naturally. For
example, consider the cycle cover problem: given a directed graph $G$, decide whether it contains a set of directed cycles so that every vertex belongs to exactly one cycle. This is equivalent to checking whether one can choose an outgoing edge from every vertex so that no two chosen edges have the same target. In other words, one wants to color every vertex with one of its out-neighbours so that no two chosen edges get the same color. Assuming a bound $k$ on the out-degree of the vertices of $G$, and labeling vertices of $G$ with atoms in an arbitrary way, this can be seen as a CSP instance over the template from Example 5. Here graph vertices play the role of colors, therefore the set of possible colors depends on the instance.

Another example is that of Cai-F"urer-Immerman (CFI) graphs [8] considered in Descriptive Complexity Theory:

**Example 6.** Consider a template with atoms as elements and, for every triple of pairs of distinct atoms $\beta = ((a,a'),(b,b'),(c,c'))$, a ternary relation:

$$R_\beta = \{(a,b,c),(a,b',c'),(a',b',c'),(a',b,c')\}.$$ 

To construct an interesting instance over this template, start with a 3-regular graph $G$ and label each edge $e$ with a set \{a, a'\} of two distinct atoms, so that labels of distinct edges do not intersect. Let the edges of $G$ be the variables of the instance. For each vertex $v$ adjacent to some edges $e_1, e_2$ and $e_3$ add exactly one constraint

$$\{(e_1, e_2, e_3), R_\beta\},$$

where $\beta = ((a,a'),(b,b'),(c,c'))$ arises from some ordering of the unordered labels \{a, a'\}, \{b, b'\}, \{c, c'\} of the edges $e_1, e_2, e_3$. Note that even though there are eight possible orderings, there are only two possible resulting relations $R_3$.

Graphically, this can be seen as replacing every edge with two nodes, and every vertex with one of two little hypergraphs:

$$\begin{align*}
\begin{array}{c}
\text{\includegraphics[width=0.2\textwidth]{example6a.png}} \\
\text{\includegraphics[width=0.2\textwidth]{example6b.png}} \\
\end{array}
\end{align*}$$

Such an instance has a solution if and only if one can choose one of the two nodes for each edge of $G$ so that for each vertex $v$ of $G$, the three nodes chosen for the adjacent edges are connected by a hyperedge in the hypergraph for $v$. Checking whether a given instance has a solution is called a CFI query, and is the core of the Cai-F"urer-Immerman theorem from Descriptive Complexity (see Section V for more on this topic).

In Section IV we lift some central results from classical CSP theory to the setting of locally finite templates. First, we prove that the cornerstone result of the algebraic approach to CSP still holds: the complexity of the CSP problem over a template depends only on the set of polymorphisms over that template. We also show that the important notion of a core template has the expected properties, and that a definable template can be effectively converted to its core.

Furthermore, we show that a locally finite template admits a family of polymorphisms defined by a specified set of linear identities iff each of its finite subtemplates admit such polymorphisms. This proves a series of results analogous to finite CSP theory: for example, if a locally finite template $\mathcal{T}$ has a majority polymorphism or a Mal'tsev polymorphism then specific polynomial time algorithms correctly solve finite instances over $\mathcal{T}$. Moreover, by the results of Section III we can effectively decide whether a given definable, locally finite template $\mathcal{T}$ admits polymorphisms which satisfy a specified set of linear identities. This allows us to prove statements such as the one below, which follows from Corollary 35 and Proposition 51 in Section IV and characterizes those templates for which the CSP problem can be solved by a certain well-known bounded width algorithm.

**Theorem 7.** Let $\mathcal{T}$ be a definable, locally finite template. It is decidable whether $\mathcal{T}$ has bounded width.

Coming back to Example 5 one may notice that not only every particular instance there is over a finite template: in fact, the entire graph coloring problem can be presented as a CSP over a single finite template. To do this, impose a total order on $\mathcal{A}$; this defines a bijection from each $l(v)$ to the set $[k] = \{1, 2, \ldots, k\}$. One can then consider a template of $k$ elements, with a relation

$$R_{i,j} = [k] \times [k] - \{(i,j)\}$$

for each $i, j \in [k]$, and translate a graph to be colored to an instance over that finite template. In Section IV-C we show how this can be generalized: for any definable, locally finite template $\mathcal{T}$ there is a finite template $\hat{\mathcal{T}}$, and a polynomial time reduction of instances over $\mathcal{T}$ to equivalent instances over $\hat{\mathcal{T}}$. This shows that CSP($\mathcal{T}$) is not computationally harder than CSP($\hat{\mathcal{T}}$). Moreover, if $\hat{\mathcal{T}}$ admits polymorphisms satisfying some linear identities, then so does $\mathcal{T}$. By the algebraic results proved earlier in Section IV, and by results very recently announced by Barto and Pinsker [9], this says that CSP($\hat{\mathcal{T}}$) is not harder than CSP($\mathcal{T}$).

Finally, in Section V we show how locally finite templates streamline the (previously unpleasantly technical) proof of the main result in [10], a characterization of those linearly patched structures over which the least fixpoint logic LFP captures polynomial time computations.

**Related work**

CSP for certain infinite instances were studied in [11]. All instances there are periodic, i.e., invariant under an action of a subgroup of finite index of the automorphism group of the total order of integers. This is similar to our approach, as our definable instances are also invariant under certain groups, in particular the automorphism group of rational numbers. However, the choice of a group makes a big difference: thanks to model-theoretic properties of rationals we are able to prove decidability results that do not hold in the setting of [11]. Indeed, one of the main points of that paper was to show...
that for periodic instances, 3-colorability is undecidable. Proof techniques used there are also quite different from ours.

The line of research started in \cite{11} was continued in \cite{12}, and certain infinite instances were studied also in \cite{13}. In \cite{12}, \cite{13} it is argued that infinite periodic instances naturally arise when studying large – perhaps of unknown size or infinite – constraint networks whose constraints possess a high degree of regularity or symmetry. We believe that relaxing the periodicity assumption might be natural in many cases, and, as we show, leads to a drastic improvement in the complexity (in the case of 3-colorability, from undecidable by \cite{11} to EXP by Theorem 3). It would be interesting to look for a common generalisation of these developments and ours.

More attention has been devoted to the study of finite instances over infinite templates. In contrast to our work, the templates there usually consist of only finitely many infinite relations. In the most well-behaved case of \(\omega\)-categorical templates, central results of finite CSP still hold \cite{14}–\cite{16}. In particular, the complexity of templates depend only on their polymorphisms, which gives complexity classifications for large classes of \(\omega\)-categorical templates \cite{17}–\cite{19}. Connections to Ramsey theory were studied in \cite{20}. Our section \[IV\] shows that some of these results hold for locally finite templates as well.

Sets with atoms are also known in Computer Science as nominal sets \cite{21}. In fact, our notion of definable set is almost the same as the notion of orbit-finite set considered there: every definable set is orbit-finite, and every orbit-finite nominal set is isomorphic to a definable one \cite{22}. We choose to define our sets by first order formulas, but all results we show here could be reformulated in terms of group actions, orbit-finite sets and finite supports, studied in \cite{21}. In fact, we used that terminology in most previous work on computation theory over sets with atoms \cite{10}, \cite{23}, \cite{24}, of which the present paper is a natural continuation.

II. SETS WITH ATOMS

A. Definable sets

We introduce definable sets with atoms as follows. An expression \(\phi\) is either a variable ranging over atoms, or a finite tuple of expressions, or a formal finite union of expressions, or an integer, or a set-builder expression, which is a variable binding construct of the form

\[ \{ e \mid v_1, \ldots, v_n \in A, \phi \}, \]

where \(e\) is an expression, \(v_1, \ldots, v_n\) are bound variables, and \(\phi\) is a first order formula with equality as the only predicate, whose free variables are contained in the free variables of \(e\). A quantifier-free expression is an expression which uses only quantifier-free formulas, on every level, recursively.

If an expression \(e\) has free variables \(V\), then any valuation \(\text{val} : V \to A\) defines in an obvious way the value \(X = e[\text{val}]\), which is either a set, an atom, a tuple, or an integer.\footnote{Tuples and integers could be encoded by standard set-theoretic tricks, but to improve readability we refrain from that. To interpret unions of non-sets we may treat the latter as singleton sets.} We say that \(X\) is a definable set with atoms and that it is defined by \(e\) with valuation \(\text{val}\). Note that the same set \(X\) can be defined by many different expressions. We denote by \(D\) the set of all definable sets. Observe that any element of a definable set is definable.

Example 8. Examples of definable sets with atoms include:

- any atom, such as \(1\), as defined by the expression \(v\), with valuation \(v \mapsto 1\).
- any pair of atoms, such as \((1, 2)\), as defined by the expression \((v, u)\), with valuation \(v \mapsto 1, u \mapsto 2\).
- the set \(A\) of atoms itself, as defined by the expression \(\{v \mid v \in A\}\).
- for any \(n \in \mathbb{N}\), the set \(A^n\) of all \(n\)-tuples and \(A^{(n)}\) of non-repeating \(n\)-tuples of atoms, as defined by the expression

\[ \{(v_1, \ldots, v_n) \mid v_1, \ldots, v_n \in A, \phi\}, \]

where \(\phi\) is \(\top\) in the case of \(A^n\) and \(\bigwedge_{1 \leq i < j \leq n}(v_i \neq v_j)\) in the case of \(A^{(n)}\).

An example of a definable function is the swapping function \(s : A^2 \to A^2, s(a, b) = (b, a)\), whose graph is defined by the expression \(\{(v, w), (w, v) \mid v, w \in A\}\).

For any mathematical object (a relation, a function, a logical structure, etc.), it makes sense to ask whether it is definable. E.g., a definable relation on \(X, Y\) is a relation \(R \subseteq X \times Y\) which is a definable set. As a side remark, definable structures over a finite signature correspond, up to isomorphism, to structures which interpret in \(A\) (a notion from logic).

As a particular case of the above definition, a definable instance is an instance \(I = (V, C)\) such that the set of variables \(V\) and the set of constraints \(C\) are definable. Definable instances are represented by expressions, which are used as inputs for the problem CSP-Inf(\(\mathbb{T}\)) described in the Introduction.

Example 9. We show an expression describing the instance from Example 1. Consider the following expressions.

\[ R : \{(0, 1), (0, 2), (1, 0), (1, 2), (2, 0), (2, 1)\} \]
\[ V : \{(a, b) \mid a, b \in A, a \neq b\} \]
\[ C : \{(a, b, c) \mid a, b, c \in A, a \neq b \land b \neq c \land a \neq c\} \]
\[ I : (V, C) \]

They define, respectively, the inequality relation on the set of integers \(\{0, 1, 2\}\), the variables and the constraints of the instance described in Example 1 and finally the instance itself. In general, a definable instance may use parameters.

B. Group actions, equivariant sets and orbits

Recall that a group \(G\) acts on a set \(U\) if a mapping \(G \times U \to U\) is provided, denoted \((\pi, u) \mapsto \pi \cdot u\), such that \(1 \cdot u = u\) and \((\pi \cdot \sigma) \cdot u = \pi \cdot (\sigma \cdot u)\), for all \(\pi, \sigma \in G, u \in U\), and 1 the identity element in \(G\). An orbit under this action is any set of the form \(\{\pi \cdot u : \pi \in G\}\), where \(u \in U\).

Let \(\text{Aut}(A)\) denote the group of atom permutations, i.e., bijections \(\pi : A \to A\). If \(\text{Aut}(A)\) acts on a set \(U\), then we
say that $U$ is equivariant. Note that every equivariant set is the disjoint union of its orbits.

The group $\text{Aut}(A)$ naturally acts on the set $D$ of definable sets. Indeed, if $\pi \in \text{Aut}(A)$ and $X$ is a set defined by an expression $e$ and valuation val, then let

$$\pi \cdot X = \pi \cdot e[\text{val}] \overset{\text{def}}{=} e[\text{val}; \pi],$$

where $\text{val}; \pi$ denotes function composition (i.e., $(\text{val}; \pi)(v) = \pi(\text{val}(v)))$. This is well defined: it is easy to prove by induction on expressions that $e[\text{val}] = e'[\text{val}']$ implies $e[\text{val}; \pi] = e'[\text{val}'; \pi]$. For example, if $\pi(1) = 2$ and $\pi(2) = 3$, then $\pi \cdot (1, 2) = (2, 3)$ and $\pi \cdot A^2 = A^2$. As a result, the group $\text{Aut}(A)$ acts on $D$. Moreover, $x \in X$ implies $\pi \cdot x \in \pi \cdot X$, for any $\pi \in \text{Aut}(A)$ and definable sets $x, X$. We say that a definable set $X$ is equivariant if $\pi \cdot X = X$ for all $\pi \in \text{Aut}(A)$. This is consistent with the previous definition of equivariance, since $\text{Aut}(A)$ then acts on $X$. The orbits of $X$ are its orbits under the action of $\text{Aut}(A)$. We say that $X$ is orbit-finite if $X$ has finitely many orbits.

The sets $A, A^n$ and $A^{(n)}$, and the function $s$ in Example 8 are equivariant. All sets in Example 9 are equivariant.

We will use the following results describing the action of $\text{Aut}(A)$ on definable sets. All these results follow, using standard model-theoretic techniques (see e.g., [25]), from the evident fact the structure $\mathcal{A} = (A, =)$ is homogeneous, i.e., every isomorphism between two finite substructures of $\mathcal{A}$ extends to an automorphism of $\mathcal{A}$. In particular, it admits quantifier-elimination, i.e., every first-order formula is equivalent to a quantifier-free formula.

**Theorem 10.** Let $X$ be a set definable by an expression without free variables. Then:

1. $X$ is equivariant.
2. $X$ is definable by a quantifier-free expression which can be computed in polynomial space from any expression defining $X$.
3. $X$ is orbit-finite, and each of its orbits is definable by a quantifier-free expression.
4. If $Y'$ is an equivariant subset of $X$, then $Y$ is definable by a quantifier-free expression.

**Proposition 11.** For definable sets $X$ and $Y$, it is decidable in polynomial space whether $X \subseteq Y$, $X \subseteq Y$, $X = Y$.

A system of orbit representatives of $X$ is a set $R$ which contains exactly one element of each orbit of $X$.

**Lemma 12.** One can compute, in polynomial space, a system of orbit representatives of a definable set $X$.

**C. Order-definable sets**

We will sometimes find it advantageous to have a total order $<$ on $A$, isomorphic to the ordering of the rational numbers. The development in Section II-A can be extended to this setting, by the use of the total order relation $<$ in first-order formulas that define sets with atoms. Sets and functions defined this way will be called order-definable. Clearly, any definable set is also order-definable. When we want to make clear that we do not allow the total order in the formulas, we can speak about equality-definable sets.

**Example 13.** The total order relation $< \subseteq A^2$ is order-definable by the expression

$$\{(a, b) \mid a, b \in A, a < b\}.$$

In contrast, no total ordering on $A$ is equality-definable.

Let $\text{Aut}(A, <)$ be the group of monotone atom permutations, i.e., automorphisms of the total order on $A$. The notions of action, equivariance and orbits, can be developed as previously, with $\text{Aut}(A)$ replaced by $\text{Aut}(A, <)$ throughout, and definable sets replaced by order definable sets. (This is a special case of a construction from [23], where various “atom symmetries” are considered, which is itself a special case of permutation models studied in set theory.) To distinguish from previous notions, we shall speak of monotone-equivariant sets and functions.

Note that the restriction to monotone permutations may cause the number of orbits in a set to grow. For example, the set $A^{(n)}$, a single-orbit set under the action of $\text{Aut}(A)$, decomposes into $n!$ orbits under the action of $\text{Aut}(A, <)$. However, an orbit-finite set remains orbit-finite under the action of monotone atom permutations.

All results from Section II-B hold for order-definable sets as well. For this, it is crucial that the structure $(\mathbb{Q}, <)$ is homogeneous. Indeed, for a different order such as that of natural or integer numbers, most of those results would fail.

**III. INFINITE INSTANCES**

In this section we study the decidability and complexity of solving definable CSP-Infs with atoms, i.e., the decision problem CSP-Inf($\mathbb{T}$) described in the Introduction. Examples[11] and[2] only concern finite templates; we prove decidability for the more general case of locally finite templates, where every relation is finite.

In Section III-A the main result is Theorem[19] which states that the existence of a solution of a definable instance over a locally finite template can be decided. The key technical step towards it, Theorem[17] will also be of use in further sections. In Section III-B we focus on the case when the template $\mathbb{T}$ is finite, and prove matching lower and upper bounds on the complexity of the problem CSP-Inf($\mathbb{T}$).

Before we begin, observe that for an equivariant instance, the existence of a solution does not imply the existence of an equivariant solution.

**Example 14.** Consider an instance $\mathcal{L}$ with $A^{(2)}$ as the set of variables, and with the set of constraints:

$$\{(a, b) \mid a, b \in A, a \neq b\}.$$

where $R = \{(0, 1), (1, 0)\}$ is the inequality relation on the finite domain $\{0, 1\}$. It is easy to see that $\mathcal{L}$ has a solution. Indeed, for any distinct atoms $a$ and $b$, one can arbitrarily assign a value $0$ or $1$ to the variable $(a, b)$, and then assign the other value to $(b, a)$. However, it is impossible to do so
in a way that would be invariant with respect to all atom permutations, therefore no equivariant solution exists.

On the other hand, there exists a monotone-equivariant solution, namely the assignment

$$f(a, b) = \begin{cases} 
0 & \text{if } a < b \\
1 & \text{otherwise}.
\end{cases}$$

This anticipates Theorem 17.

A. General decidability

For any instance $I$ over a template $T$, let $\text{hom}(I, T)$ denote the set of solutions of $I$. It is a subset of the set $T^I$ of all functions from $I$ to $T$. The latter set is equipped with the product topology, i.e., where basic open neighborhoods of a function $f : I \to T$ are of the form:

$$B(f) = \{ g : I \to T \mid g(x) = f(x) \text{ for all } x \in J \}$$

for finite subsets $J \subseteq I$. This topology is also called the topology of pointwise convergence (where $T$ is discrete), since a sequence of mappings $f_1, f_2, \ldots$ converges in this topology if and only if the sequence $f_1(v), f_2(v), \ldots$ stabilizes for every $v \in I$.

The following lemma extracts a crucial property of locally finite templates. We say that an instance is constrained if every variable in it appears in some constraint.

Lemma 15. For any locally finite template $T$, and any constrained instance $I$ over $T$, $\text{hom}(I, T)$ is a compact subset of $T^I$.

Similarly as above, the group $\text{Aut}(A)$ of atom permutations inherits the structure of a topological space (in fact, a topological group, which is not even locally compact), as a subset of $A^A$ with the product topology.

Lemma 16. For any definable, equivariant, constrained instance $I$ over an equivariant template $T$, $\text{Aut}(A)$ acts continuously on $\text{hom}(I, T)$.

By definition, fixpoints of the action of $\text{Aut}(A)$ on $\text{hom}(I, T)$ are exactly equivariant solutions. Example 14 shows that the action may have no fixpoints. This changes if we assume $A$ to be ordered and restrict to monotone atom permutations, as described in Section II-C. Indeed:

Theorem 17. For any definable, equivariant, constrained instance $I$ over an equivariant, locally finite template $T$, if $I$ has a solution then it has a monotone-equivariant solution.

Proof. Note that $\text{Aut}(A, <)$ is isomorphic to the automorphism group of the total order of rational numbers. It is also a subgroup of $\text{Aut}(A)$, so by Lemma 16 it acts continuously on $\text{hom}(I, T)$. By definition, the fixpoints of this action are exactly monotone-equivariant solutions. Now apply Pestov’s theorem (Theorem 4) using Lemma 15.

The last missing part for the decidability of CSP-Inf($T$) is the following lemma, whose proof follows general principles of equivariant computation on orbit-finite structures for arbitrary atom symmetries, studied in [22], [26].

Lemma 18. For any equivariant, locally finite template $T$, it is decidable whether a given definable, constrained, equivariant instance $I$ over $T$ has a monotone-equivariant solution.

Finally, we are ready to prove the main result of this section:

Theorem 19. For any equivariant, locally finite template $T$, it is decidable whether a given definable, equivariant $I$ over $T$ has a solution.

Proof. Remove the variables of $I$ which are not constrained and apply Theorem 17 and Lemma 18.

Remark 20. The careful reader may notice that Example 2 from the Introduction does not quite fit the development presented so far. Indeed, the instance (i.e. the equation system) considered there is not equivariant, or definable by an expression without free variables: atoms $1$ and $2$ are singled out in it. However, it is definable by an expression with two free variables, say $v_1, v_2$, with a valuation $v$ that maps them to $1$ and $2$ respectively. In terminology of [21], [23], the instance is supported by the set $\{1, 2\}$.

With a little effort, the results of this section can be generalized to all definable instances and templates, dropping the equivariance assumption. Indeed, let both $I$ and $T$ be definable by expressions with free variables and valuations, with other assumptions as before. Let $a_1, \ldots, a_n \in A$ be the (finite) set of all atoms taken as values by either of the valuations. Lemma 15 holds with no change. Lemma 16 holds as well, with $\text{Aut}(A)$ replaced by $\text{Aut}(A, a_1, \ldots, a_n)$, the group of those atom permutations that fix all the $a_i$.

Consider the group $\text{Aut}(A, <, a_1, \ldots, a_n)$ of those monotone atom permutations that fix all the $a_i$; by analogy to the equivariant case, this group acts continuously on solutions of $I$, and its fixpoints are monotone solutions invariant with respect to all permutations in that group.

To re-prove Theorem 17 notice that $\text{Aut}(A, <, a_1, \ldots, a_n)$ is an open subgroup of $\text{Aut}(A, <)$ therefore, by [27] Lemma 13, Theorem 4 works for it as well. Finally, Lemma 18 and Theorem 19 are proved entirely analogously for all definable structures.

A more substantial generalization is also possible, where one replaces a mere set $A$ by a homogeneous relational structure of atoms, along the lines of [23]. Supposing that $A$ is a reduct of a so-called Ramsey structure with enough decidability properties, the above development can be repeated, with Pestov’s theorem replaced by its generalization due to Kechris, Pestov and Todorcevic [7]. A more detailed description of this is deferred to a full version of this paper.

B. Finite templates

Consider now a classical, finite template $T$, without atoms, such as in Examples 1 and 2. The algorithm for solving definable instances over $T$ that arises from a general proof of Lemma 18 is double exponential. However, for finite templates this complexity can be lowered using the following PSPACE reduction to CSP($T$):
Theorem 21. For every equivariant, definable instance $\mathcal{I}$ over a finite template $\mathcal{T}$ one can compute (in polynomial space) a finite instance $\mathcal{I}'$ of size exponential in the size of the set expression that defines $\mathcal{I}$, and such that $\mathcal{I}$ has a solution if and only if $\mathcal{I}'$ has a solution.

Proof. By Theorem 17 $\mathcal{I}$ has a solution if and only if it has a monotone-equivariant solution. We construct a finite instance $\mathcal{I}'$ whose solutions correspond bijectively to monotone-equivariant solutions of $\mathcal{I}$. In the rest of the proof, by orbits we mean orbits with respect to monotone atom permutations.

Let $e$ be the set expression that defines the instance $\mathcal{I}$. The set $I^*$ of variables of $\mathcal{I}$ consists of the orbits of the set $I$ of variables of $\mathcal{I}$. Their number is at most exponential in the size of $e$ and they can be enumerated in polynomial space, by scanning all quantifier-free types of formulas with $n$ free variables, where $n$ is the number of variables in the expression $e$.

For every constraint $((x_1,\ldots,x_k),R)$ of $\mathcal{I}$ we take the orbits $O_1,\ldots,O_k$ of the variables $x_1,\ldots,x_k$, respectively, and add a constraint $((O_1,\ldots,O_k),R)$ to $\mathcal{I}'$. The number of constraints is also at most exponential in the size of $e$.

Every monotone-equivariant function from $I$ to $T$ is constant on the orbits of $I$. Hence, it is easy to see that there is a bijective correspondence between solutions of $\mathcal{I}'$ and monotone-equivariant solutions of $\mathcal{I}$.

By analogy to Remark 20 the above result can be generalized to all definable instances, and hence gives an upper complexity bound of solving definable instances for each finite template $\mathcal{T}$: if CSP($\mathcal{T}$) is in a complexity class $\mathcal{C}$ such that $L \subseteq \mathcal{C}$, then CSP-Inf($\mathcal{T}$) is in the “exponentially larger” class $\exp(\mathcal{C})$, defined by:

$$\exp(\mathcal{C}) = \bigcup_{k \in \mathbb{N}} \{ L : \text{pad}_k(L) \in \mathcal{C} \}$$

where, for a language $L$, the language pad$_k$(L) consists of words from $L$ of any length $m$ padded with arbitrary letters to the length $2^m^k$. For example, exp(L) = PSPACE and exp(NP) = NEXP.

As it turns out, this upper bound is tight:

Theorem 22. For any $\mathcal{C}$ such that $L \subseteq \mathcal{C}$, if CSP($\mathcal{T}$) is $\mathcal{C}$-hard then CSP-Inf($\mathcal{T}$) is $\exp(\mathcal{C})$-hard, under logarithmic space reductions.

Together with Proposition 21 this proves Theorem 3. As examples, 3-colorability of finite graphs is NP-complete, so the same problem for definable graphs (see Example 1) is NEXP-complete; solving finite systems of linear equations over $\mathbb{Z}_k$ is MOD$_k$L-complete [23], so the same problem for definable systems of equations (see Example 2) is complete for the class $\exp(\text{MOD}_kL) = \text{MOD}_k\text{PSPACE}$ of those languages $L$ for which there exists a nondeterministic polynomial space Turing machine $M_L$ such that $w \in L$ if and only if the number of accepting runs of $M_L$ on input $w$ is divisible by $k$.

Remark 23. Our proof of Theorem 22 actually works already if CSP($\mathcal{T}$) is $\mathcal{C}$-complete under poly-logarithmic space reductions; completeness of $\mathcal{C}$ under logarithmic space reductions is not necessary. Note that it is an open problem whether the class of poly-log space algorithms is contained in PTIME.

In a proof of Theorem 22 one must construct definable instances of CSP-Inf($\mathcal{T}$) from words in a language $L \in \exp(\mathcal{C})$. In our general proof, set expressions that define these instances use the full power of first order logic, including quantification over atoms. However, for all standard examples of templates $\mathcal{T}$, e.g. those that correspond to the 3-colorability problem, Boolean 3-satisfiability, solving linear equations over $\mathbb{Z}_k$ or Boolean Horn-satisfiability, we have found reductions that use the simplest possible formulas over atoms: comparing two atoms for equality. We are unable to find a general proof which would only use so simple set expressions.

IV. Finite instances

In this section we study the complexity of the problem CSP($\mathcal{T}$), where $\mathcal{T}$ is a fixed locally finite template. Recall that instances of this problem are finite structures. We demonstrate that many results known from the classical setting, where the templates are finite, lift to the locally finite setting. In Section V-A we show that polymorphisms of $\mathcal{T}$ determine the complexity of CSP($\mathcal{T}$). In Section V-B we present a general method of lifting results concerning finite templates to locally finite templates, and we show a few applications. Finally, in Section V-C we show that for a locally finite, definable template $\mathcal{T}$, the problem CSP($\mathcal{T}$) reduces (in polynomial time) to the problem CSP($\mathcal{T}$) for a finite template $\tilde{T}$. Moreover, if $\mathcal{T}$ admits polymorphisms satisfying some linear identies, then so does $\tilde{T}$, which in many cases gives an upper bound on the complexity of CSP($\mathcal{T}$). To prove these results, we are sometimes forced to consider infinite templates $\mathcal{T}$ as CSP instances over other templates, and there the results of Section III come handy.

A. Algebraic foundations

We now generalize, to locally finite templates, several classical theorems concerning the relationship between the set of polymorphisms of a template, its set of pp-definable relations and its complexity, and constructions of core templates. Most of the proofs are standard, but they require a few tweaks and nontrivial observations.

1) Pp-formulas: A primitive positive formula (or pp-formula) is a first-order formula, possibly with free variables, which uses only existential quantification (no universal quantifiers), conjunctions (no disjunctions nor negations), and atomic formulas (no negations of atomic formulas), which might include equalities among variables. A typical pp-formula is

$$\phi(x,z,t) = \exists y.R(x,y) \land S(y,z) \land z = t.$$
Lemma 25. For any structure \( \mathbb{T} \), any union of structures is taken vertex-wise and edge-wise.

Lemma 24. Generalized pp-formulas do not define anything more: for any locally finite template \( T \), polynomial \( \phi \) extends a single \( T \) and \( T' \) is a relational structure over the same signature as \( T \), then \( \phi(T) = \phi(T') \).

Proposition 26. Let \( \mathbb{B} \) and \( \mathbb{C} \) be locally finite, definable templates over the same domain \( B \). If \( \text{ppDef} \mathbb{B} \subseteq \text{ppDef} \mathbb{C} \), then \( \text{CSP}(\mathbb{B}) \rightarrow \text{CSP}(\mathbb{C}) \)

Lemma 25. For any structure \( \mathbb{I} \) and an ascending sequence \( \mathbb{I}_0 \subseteq \mathbb{I}_1 \subseteq \mathbb{I}_2 \subseteq \cdots \subseteq \mathbb{I} \) of substructures such that \( \bigcup \mathbb{I}_i = \mathbb{I} \), and for any locally finite structure \( \mathbb{T} \), there is a homomorphism \( f : \mathbb{I} \rightarrow \mathbb{T} \) if and only if for each \( n \geq 0 \) there is a homomorphism \( f_n : \mathbb{I}_n \rightarrow \mathbb{T} \). If all the \( f_n \) extend a single homomorphism \( f_0 : \mathbb{I}_0 \rightarrow \mathbb{T} \), then so does \( f \).

Proposition 27. Let \( \mathbb{B} \) and \( \mathbb{C} \) be locally finite, definable templates over the same domain \( B \). If \( \text{ppDef} \mathbb{B} \subseteq \text{ppDef} \mathbb{C} \), then \( \text{CSP}(\mathbb{B}) \rightarrow \text{CSP}(\mathbb{C}) \), via a polynomial-time reduction.

Proposition 28. For any two locally finite, definable templates \( \mathbb{B} \) and \( \mathbb{C} \) over the same domain \( B \), if \( \text{PolC} \subseteq \text{PolB} \), then \( \text{CSP}(\mathbb{B}) \rightarrow \text{CSP}(\mathbb{C}) \)

Proposition 29. If \( \mathbb{B} = \mathbb{C} \) then \( \text{CSP}(\mathbb{B}) \rightarrow \text{CSP}(\mathbb{C}) \), up to polynomial time reductions.

Proposition 30. Let \( \mathbb{T} \) be a monotone-equivariant, locally finite structure without isolated nodes. Then the following conditions are equivalent:

1. \( \mathbb{T} \) is a core.
2. Every monotone-equivariant endomorphism of \( \mathbb{T} \) is a monomorphism.
3. For any finite set \( A \subseteq T \), the structure \( \mathbb{T}|_A \) is a core.

By analogy to the development in Section III thanks to Proposition 30, template cores are computable.

Proposition 31. Given a definable, equivariant, locally finite template \( \mathbb{T} \), one can effectively test whether \( \mathbb{T} \) is a core, and effectively construct a core which is a retract of \( \mathbb{T} \).

Proof (sketch). A retraction of \( \mathbb{T} \) is an endomorphism \( r \) whose twofold composition \( r; r \) is equal to \( r \).

Test all monotone-equivariant retractions of \( \mathbb{T} \). If there is such a retraction \( r \) which is not onto, then \( \mathbb{T} \) is not a core. In this case, replace \( \mathbb{T} \) by the image of \( r \) and repeat.
B. From finite to locally finite templates

In this section, we present a general method of lifting results concerning finite templates to locally finite ones. This is achieved by observing that $\mathbb{T}$ can be covered by a family $\mathcal{F}$ of finite subtemplates (defined below), such that the question whether $\mathbb{T}$ admits polymorphisms satisfying a set of linear equations boils down to the question whether each finite template in $\mathcal{F}$ admits such polymorphisms.

Important classes of polymorphisms are defined using sets of identities that they satisfy; usually, those identities are of a specific shape. Formally, let $\mathbb{T}$ be a functional signature, i.e., a set of function names with associated finite arities. A linear identity is an expression of the form $r \approx s$, where $r$ and $s$ are either variables or $\Gamma$-terms with exactly one function symbol. A $\Gamma$-algebra satisfies an identity $r \approx s$ if for any valuation of the variables in $r$ and $s$, both sides have the same value. For a set $E$ of linear identities, we say that a template $\mathbb{T}$ admits $E$-polymorphisms if there is a $\Gamma$-algebra with universe $\mathbb{T}$, whose operations are polymorphisms of $\mathbb{T}$ and which satisfies all identities in $E$.

For example, a majority polymorphism is a ternary polymorphism $t$ that satisfies linear identities:

$$t(x, y, y) \approx t(y, y, x) \approx t(x, x, y) \approx y,$$

and a Maltsev polymorphism is a ternary one that satisfies linear identities:

$$t(x, y, y) \approx t(y, x, x) \approx x.$$

Other polymorphism classes defined by linear identities will be considered below.

Let $\mathbb{T} = (T, \mathcal{R})$ be a template and let $\mathcal{R}_0 \subseteq \mathcal{R}$ be some family of relations. The subtemplate of $\mathbb{T}$ induced by $\mathcal{R}_0$ is the template $\mathbb{T}_0 = (T_0, \mathcal{R}_0)$ whose domain $T_0$ consists of all those $x \in T$ which appear in some tuple that belongs to any of the relations in $\mathcal{R}_0$. We define a union $\mathbb{T}_1 \cup \mathbb{T}_2$ of two subtemplates $\mathbb{T}_1 = (T_1, \mathcal{R}_1)$ and $\mathbb{T}_2 = (T_2, \mathcal{R}_2)$ of $\mathbb{T}$ to be the template $(T_1 \cup T_2, \mathcal{R}_1 \cup \mathcal{R}_2)$, and analogously for unions of larger families of subtemplates.

Theorem 32. Let $\mathbb{T}$ be a locally finite template and let $\mathbb{T}_1 \subseteq \mathbb{T}_2 \subseteq \ldots$ be an ascending sequence of subtemplates of $\mathbb{T}$ such that $\bigcup_i \mathbb{T}_i = \mathbb{T}$. If $E$ is a set of linear identities then $\mathbb{T}$ admits $E$-polymorphisms if and only if for each $i$, the template $\mathbb{T}_i$ admits $E$-polymorphisms.

Proof. The left-to-right implication is obvious, since any polymorphism of $\mathbb{T}$ is a polymorphism of all its subtemplates. To show the other implication we use a standard construction which allows to express a polymorphism of a template $\mathbb{T}$ as a solution of a CSP instance. Let $E$ be a set of identities using function symbols from a functional signature $\Gamma$. We assume that there are no identities of the form $x \approx y$ where both $x, y$ are either variables or constants, as the general case can be easily reduced to this one. For a template $\mathbb{T}$, define an instance $\mathbb{F}_E(\mathbb{T})$ as a disjoint union of instances as follows:

$$\mathbb{F}_E(\mathbb{T}) = \coprod_{g \in \Gamma} \mathbb{T}_g,$$

where $\mathbb{T}_g$ is the $n$-fold cartesian product of $\mathbb{T}$, for $n$ the arity of $g$. Furthermore, extend $\mathbb{F}_E(\mathbb{T})$ by constraints as described below. For each identity in $E$, consider two possibilities:

- If the identity is of the form $g(x) \approx g'(y)$, then for every valuation $\mathbf{val} : V \to \mathbb{T}$ of the variables $V$ in the tuples $\bar{x}$ and $\bar{y}$, add a binary constraint $\left((\bar{x}[\mathbf{val}], \bar{y}[\mathbf{val}]), =\right)$, where $\bar{x}[\mathbf{val}] \in \mathbb{T}_g$ and $\bar{y}[\mathbf{val}] \in \mathbb{T}_{g'}$.

- If the identity is of the form $g(x) \approx u$ or $u \approx g(x)$, with $g \in \Gamma$ and $u$ a variable or a constant, then for each valuation $\mathbf{val} : V \to \mathbb{T}$ of the variables $V$ in $\bar{x}$ and $u$, add a unary constraint $\left(\bar{x}[\mathbf{val}], \{u[\mathbf{val}]\}\right)$.

Let $\overline{\mathbb{T}}$ be the structure $\mathbb{T}$ equipped additionally with the singleton unary relations and the relation $=$. The instance $\mathbb{F}_E(\mathbb{T})$ is over $\overline{\mathbb{T}}$, and it has a solution if and only if $\mathbb{T}$ admits $E$-polymorphisms.

Suppose now that $\mathbb{T}$ is locally finite and let $\mathbb{T}_1 \subseteq \mathbb{T}_2 \subseteq \ldots$ be an ascending sequence of subtemplates of $\mathbb{T}$ such that $\bigcup_i \mathbb{T}_i = \mathbb{T}$, and for each $i$ the template $\mathbb{T}_i$ admits $E$-polymorphisms. This means that for every $i$ there exists a solution of the instance $\mathbb{F}_E(\mathbb{T}_i)$ (which can be seen as an instance over $\mathbb{T}$). The corresponding sequence of instances $(\mathbb{F}_E(\mathbb{T}_i))_i$ is ascending and satisfies $\bigcup_i \mathbb{F}_E(\mathbb{T}_i) = \mathbb{F}_E(\mathbb{T})$. It follows from Lemma 25 that there exists a solution of the instance $\mathbb{F}_E(\mathbb{T})$. Hence $\mathbb{T}$ admits $E$-polymorphisms.

Remark 33. Note that if $E$ is a finite set of linear identities and the template $\mathbb{T}$ is definable, then so is $\mathbb{F}_E(\mathbb{T})$. By Theorem 19, it can be decided whether $\mathbb{T}$ admits $E$-polymorphisms.

In the literature, there are two general algorithmic principles for solving CSP($\mathbb{T}$) in polynomial time for wide classes of finite templates $\mathbb{T}$. Theorem 32 lets us translate algebraic characterizations of those classes to the setting of locally finite templates.

The first algorithm can be seen as a generalization of Gaussian elimination, and it is based on the fact that for every finite instance $\mathbb{I}$ over $\mathbb{T}$ the set of solutions has a “small” representing set. For a finite structure $\mathbb{A}$ let $s_{\mathbb{A}}(n)$ denote the logarithm, base 2, of the number of all different pp-definable relations of arity $n$ in $\mathbb{A}$. We say that a template $\mathbb{T}$ has few subpowers if there is a natural number $k$ such that for every finite subtemplate $\mathbb{B}$ of $\mathbb{T}$ we have that $s_{\mathbb{B}}(n)$ is bounded from above by a polynomial of degree $k$. It is known [29], [30] that a finite template $\mathbb{T}$ has few subpowers if and only if $\mathbb{T}$ admits a $k$-edge polymorphism, where a $k$-edge polymorphism $e$ is a $k + 1$-ary polymorphism that satisfies the identities

$$e(x, x, y, y, \ldots, y, y) \approx e(x, y, y, x, y, \ldots, y, y) \approx y$$

and

$$e(y, y, y, x, y, \ldots, y, y) \approx e(y, y, y, x, y, \ldots, y, y) \approx \ldots \approx e(y, y, y, y, y, \ldots, y, y) \approx y$$

Corollary 34. A locally finite template $\mathbb{T}$ has few subpowers if and only if $\mathbb{T}$ admits a $k$-edge polymorphism for some $k > 0$.

Moreover, $k$-edge polymorphisms characterize in some sense (see [24]) all locally finite templates that can by solved in polynomial time by a “Gaussian-like” algorithm.
The second algorithm determines whether a solution of a given instance exists by looking at subinstances of bounded size and checking if there is a consistent set of local solutions. A template of bounded-width is a template for which such an algorithm, called the local consistency algorithm, is correct. It follows from the results of [31]–[33] that a core finite template \( T \) has bounded width if and only if \( T \) admits weak near unanimity polymorphisms \( v, w \) of arity 3 and \( w \) of arity 4 that satisfy \( v(y, x, x) \approx w(y, x, x, x) \), where a weak near unanimity polymorphism \( t \) is one that satisfies the identities

\[
\begin{align*}
  t(x, x, \ldots, x) & \approx x \\
  t(y, x, \ldots, x) & \approx t(x, y, x, \ldots, x) \approx \ldots \approx t(x, \ldots, x, y).
\end{align*}
\]

**Corollary 35.** A core, locally finite template \( T \) has bounded width if and only if \( T \) admits weak near unanimity polymorphisms \( v \) of arity 3 and \( w \) of arity 4 that satisfy \( v(y, x, x) \approx w(y, x, x, x) \). Moreover, it can be decided whether a definable, locally finite template \( T \) has bounded width.

**Proof (sketch).** We show the harder “only if” part. Suppose that \( T \) has bounded width. Consider a finite set \( A \subseteq T \). By Proposition [30], \( T|_{A} \) is a finite core and has bounded width. By the results of finite CSP theory, \( T|_{A} \) admits polymorphisms \( v_{A}, w_{A} \) satisfying the required linear identities. Since \( A \) is arbitrary, we may apply Theorem [32] obtaining polymorphisms \( v, w \) of \( T \), which also satisfy the required identities.

The last part of the statement of the corollary follows from Proposition [31] and Remark [33].

Pure algebraic results, which show for instance that the existence of polymorphisms of some kind ensures a finite template \( T \) to admit other such polymorphisms, can also be translated to the locally finite setting using Proposition [32]. The following is an easy consequence of Lemma 9 of [34].

**Corollary 36.** If a core, locally finite template \( T \) has a Maltsev polymorphism and has bounded width, then it has a majority polymorphism.

Many other results can be proved following the same pattern.

C. From locally finite to finite templates

This section is a proof of the following theorem:

**Theorem 37.** For every equivariant, definable, locally finite template \( T \), there is a finite template \( \hat{T} \) such that:

- for every finite instance \( \mathcal{I} \) over \( T \) there is a finite instance \( \mathcal{I} \) over \( \hat{T} \):
  - computable from \( \mathcal{I} \) in polynomial time, and
  - such that \( \mathcal{I} \) has a solution if and only if \( \mathcal{I} \) has a solution,

- for every set of linear identities \( E \), if \( T \) admits \( E \)-polymorphisms then \( \hat{T} \) admits \( E \)-polymorphisms.

We assume atoms to be totally ordered as described in Section II-C. By \( \hat{i} \) we denote the atom that corresponds to the rational number \( i \). All orbits below are considered with respect to monotone atom permutations.

Fix any order-definable set \( x = e[\text{val}] \), where \( e \) is an expression and \( \text{val} : V \to A \) a valuation. There is a unique order-preserving bijection \( f \) between the range of \( \text{val} \) and the set \( \{1, \ldots, n\} \), where \( n \) is the number of elements in the range of \( \text{val} \). By \( [x] \) we denote the set defined by \( e[\text{val}; f] \). Note that \( [x] = [y] \) if and only if they are in the same orbit. The set \( [x] \) can therefore be seen as a representative of this orbit.

Assume without loss of generality that all instances are constrained. For any instance \( \mathcal{I} \) over \( T \) and a variable \( x \in I \), let \( I_{x} \) be the largest constrained subinstance of \( \mathcal{I} \) such that \( x \) belongs to the tuple of variables in every constraint of \( I_{x} \). By \( U_{(1,x)} \) we denote the unary predicate over \( T \) defined by the generalized pp-formula \( (I_{x}, \alpha_{x}) \), where \( \alpha_{x} : \{x\} \to I_{x} \) is the inclusion mapping (we write simply \( U_{x} \) whenever the instance \( \mathcal{I} \) is clear from the context). Observe that if \( f : I \to T \) is a solution of the instance \( \mathcal{I} \) then \( f(x) \in U_{(1,x)} \). We say that an assignment \( f : I \to T \) is feasible if it maps every \( x \) to an element of \( U_{(1,x)} \). To decide whether \( \mathcal{I} \) has a solution, it is enough to consider feasible assignments.

Fix a constrained instance \( \mathcal{I} \) over \( T \). For each variable \( x \in I \), let \( g_{x} \) be a monotone atom permutation that maps \( U_{x} \) to \( [U_{x}] \).

We define an instance \( \mathcal{I} \) as follows:

- the variables of \( \mathcal{I} \) are the variables of \( \mathcal{I} \),
- for every constraint \( ((x_{1}, \ldots, x_{n}), R) \) in \( \mathcal{I} \) there is a constraint \( ((x_{1}, \ldots, x_{n}), R) \) in \( \mathcal{I} \), where

\[
\hat{R} = g(R \cap (U_{x_{1}} \times \ldots \times U_{x_{n}})),
\]

\[
g(t_{1}, \ldots, t_{n}) = (g_{x_{1}}(t_{1}), \ldots, g_{x_{n}}(t_{n})).
\]

Note that \( \hat{R} \subseteq [U_{x_{1}}] \times \ldots \times [U_{x_{n}}] \).

It is immediate from the above construction that for any instance \( \mathcal{I} \), there is a bijective correspondence between feasible assignments for \( \mathcal{I} \) and assignments for \( \mathcal{I} \): if a feasible assignment \( f \) for \( \mathcal{I} \) maps a variable \( x \) to some \( t \in U_{x} \), then the corresponding assignment for \( \mathcal{I} \) maps \( x \) to \( g_{x}(t) \in [U_{x}] \).

Moreover, a feasible assignment for \( \mathcal{I} \) is a solution if and only if the corresponding assignment for \( \mathcal{I} \) is a solution. It follows that \( \mathcal{I} \) has a solution if and only if \( \mathcal{I} \) has a solution.

We now define a finite template \( \hat{T} \) such that for any instance \( \mathcal{I} \) over \( T \), the instance \( \mathcal{I} \) over \( \hat{T} \). The domain of \( \hat{T} \) is the union:

\[
\hat{T} = \bigcup_{(1,x)} [U_{(1,x)}],
\]

where \( (\mathcal{I}, x) \) ranges over all constrained instances \( \mathcal{I} \) over \( T \), and their variables \( x \). The relations of \( \hat{T} \) are all the relations which appear in the constraints of all instances of the form \( \mathcal{I} \). Notice that if the \( T \) is definable then the template \( \hat{T} \) is finite. Indeed, since \( T \) has finitely many orbits, the number of elements in the unary predicates \( U_{(1,x)} \) is bounded, and hence they form an orbit-finite set. The domain \( \hat{T} \) is the sum of their representatives, so it is finite. Finally, the arity of relations in \( \hat{T} \) is bounded by the maximal arity of a relation in \( T \), so there are finitely many possible relations.
This proves half of Theorem 37; we now prove the second half.

**Lemma 38.** Let $E$ be a set of linear identities. An equivariant, definable, locally finite template $\mathcal{T}$ admits $E$-polymorphisms if and only if it admits monotone-equivariant $E$-polymorphisms.

**Proof.** In the proof of Theorem 32, an instance $\mathbb{F}_E(\mathcal{T})$ is constructed whose solutions correspond to $E$-polymorphisms of $\mathcal{T}$. Let $I$ be its largest constrained sub-instance. By Theorem 17, if $I$ has a solution then it has a monotone-equivariant solution $f$. Since the domain of $\mathbb{F}_E(\mathcal{T})$ is a disjoint union of sets of the form $T^n$, it is possible to extend this solution to a monotone-equivariant solution of $\mathbb{F}_E(\mathcal{T})$, for example by defining $f(x)$ to be the projection to the first coordinate whenever $x \notin I$. This solution corresponds to a monotone-equivariant $E$-polymorphism of $\mathcal{T}$.

We now finish the proof of Theorem 37. For any set of linear identities $E$, let $\mathcal{A}$ be an algebra with universe $T$, whose operations are polymorphisms of $\mathcal{T}$, and such that $\mathcal{A}$ satisfies the identities in $E$. By Lemma 38, we can assume that the operations of $\mathcal{A}$ are monotone-equivariant. We define an algebra $\hat{\mathcal{A}}$ with universe $\hat{T}$, whose operations are polymorphisms of $\hat{T}$, and such that $\hat{\mathcal{A}}$ satisfies the identities in $E$. Observe that the universe $\hat{T}$ is a subset of the universe $T$. Let $r : T \to \hat{T}$ be a function which is the identity on $T$, and maps all the other elements of $T$ to some fixed element $t$ of $\hat{T}$. For every operation $f$ of $\mathcal{A}$, define the corresponding operation $\hat{f}$ of $\hat{\mathcal{A}}$ by $\hat{f} = f \circ r$. Since all identities in $E$ are linear, it is easy to see that $\hat{\mathcal{A}}$ satisfies them.

It remains to show that every $\hat{f}$ is a polymorphism of $\hat{T}$. To this end, pick an $n$-ary relation $\hat{R}$ of $\hat{T}$. It follows from the construction of the template $\hat{\mathcal{T}}$ that there exists a $p$-pp-definable relation $\hat{R}$ in $\hat{T}$ such that $\hat{R} = F(R)$, where $F : \mathcal{A}^n \to \mathcal{A}^n$ is a tuple of monotone atom permutations. The relation $\hat{R}$ is invariant under the monotone-equivariant $\hat{f}$, hence it is easy to see that so is $\hat{R}$. Moreover, since $\hat{R}$ is a subset of $\hat{T}^n$, it follows that it is invariant under $\hat{f}$.

**V. ORDER-INVARIANT LOGICS**

In a previous paper [10], we studied the expressive power of various logics over a certain class of structures, which we now recall in a slightly simplified version. As an application of the methods developed in this paper, we briefly say how the main result of [10] can be re-developed in the setting of locally finite CSPs, showing the key ideas of the proof much more clearly and clearing them from a clutter of technicalities.

For a fixed, finite graph $p$, a **linearly $p$-patched structure** is a finite graph $G$, together with a linearly ordered family $p_1 < \ldots < p_n$ of subgraphs of $G$ (called patches), each of which is isomorphic to $p$, and which cover $G$, i.e.,

$$G = p_1 \cup \ldots \cup p_n.$$  

For example, if $p$ is the 2-clique, then a linearly $p$-patched structure is the same as a graph together with a linear ordering of its edges.

First order formulas can be evaluated on linearly $p$-patched structures, allowing quantification $\forall v, \exists v$ over the vertices, $\forall q, \exists q$ over the patches, comparison $q < q'$ of the patches with respect to their linear ordering, and tests $p \models E(v, w)$ for each patch $p$ and vertices $v, w$ (where $E$ denotes the edge predicate).

Various extensions of first order logic can be also evaluated over linearly $p$-patched structures, in particular the **Least Fix Point logic (LFP)**, a well studied extension of first order logic by a fixpoint operation [8], [35]. It turns out that over linearly $p$-patched structures, LFP is equivalent to LFP+C (a further extension by a counting mechanism) and to polynomial time Turing Machines with Atoms – an analogue of Turing machines in the realms of sets with atoms [10], [24].

On the other hand, classical Turing machines can be evaluated on linearly $p$-patched structures, using standard bit-string encodings of relational structures. We say that LFP is equally expressive as PTIME over a class of structures $C$, if every property of structures in $C$ which is decidable in polynomial time, can be expressed by a formula of LFP.

The famous Immerman-Vardi [36], [37] and Cai-Fürier-Immerman [8] theorems can be reformulated as follows.

**Theorem 39.** If $p$ is the 2-clique, then LFP is equally expressive as PTIME over linearly $p$-patched structures.

**Theorem 40.** There is a graph $p$, namely the disjoint union of two 3-cliques, such that LFP+C is less expressive than PTIME over linearly $p$-patched structures.

A corollary of the main result of [10] is the following.

**Theorem 41.** Given a graph $p$, it can be effectively decided whether LFP is equally expressive as PTIME over linearly $p$-patched structures.

The proof of the theorem proceeds in several steps, and starts with the following observation.

**Lemma 42.** LFP is equally expressive as PTIME over linearly $p$-patched structures if and only if it can test their isomorphism.

Consider a pair of linearly $p$-patched structures $G, G'$, whose vertices are atoms, both with $n$ patches denoted $p_1 < \ldots < p_n$ and $q_1 < \ldots < q_n$, respectively. An isomorphism from $G$ to $G'$ must map each $p_i$ isomorphically to $q_i$, for $i = 1, \ldots, n$. Define a finite instance $I$ with variables $1, 2, \ldots, n$, and for each $1 \leq i, j \leq n$, a binary constraint

$$(((i, j), C_{p_i, p_j}^{p_j, p_i})),$$

such that $C_{p_i, p_j}^{p_i, p_j}$ is the set of pairs $(\alpha, \beta)$ where $\alpha : p_i \to q_i, \beta : p_j \to q_j$ are isomorphisms which are consistent, i.e., $\alpha(v) = \beta(v)$ for all $v$ such that both $v \in p_i$ and $v \in p_j$.

Clearly, there is an isomorphism of linearly $p$-patched structures from $G$ to $G'$ iff the instance $I$ has a solution.

It is useful to consider a single template $\mathcal{T}_p$ such that any instance $I$ obtained from two linearly $p$-patched structures $G, G'$ as above, is over $\mathcal{T}_p$. The domain of $\mathcal{T}_p$ consists of isomorphisms $\alpha : q \to q'$ between graphs isomorphic to $p$, whose vertices are atoms. For each quadruple $q, q', v, v'$, there is the binary relation $C_{v, v'}^{q, q'}$ defined above. $\mathcal{T}_p$ is equivalent
and, since every such relation is finite, it is locally finite. It is also not difficult to see that this structure is definable.

The next lemma follows from the results in [10].

**Lemma 43.** LFP can test isomorphism of linearly p-patched structures if and only if the template $T_p$ has bounded width.

In [10], the proof of Theorem 41 then proceeds by constructing a finite template which corresponds to $T_p$, in an ad-hoc way roughly similar to the one described in Section IV-C and then further studying its properties. Since the construction of this finite template is technical, its study becomes obfuscated. Instead, using the results from the present paper, we can now work directly with the template $T_p$, as sketched below.

By Corollary 36 it can be effectively tested whether $T_p$ has bounded width. However, a more effective test is possible, due to the straightforward observation that the template $T_p$ has a Mal’tsev polymorphism, defined by

$$M(\alpha, \beta, \gamma) = \begin{cases} 
\alpha \cdot \beta^{-1} \cdot \gamma & \text{if } \alpha, \beta, \gamma : q \rightarrow q' \text{ for some } q, q' \text{ isomorphic to } p, \\
\alpha & \text{otherwise.}
\end{cases}$$

The following characterization then follows from Corollary 36.

**Lemma 44.** The template $T_p$ has bounded width if and only if it has a majority polymorphism.

By Theorem 19 this last condition can be effectively tested. Lemmas 42 43 44 prove Theorem 41.

We believe that definable locally finite templates might arise naturally in other applications to Descriptive Complexity: although any such template is computationally equivalent to a finite one by Theorem 37, the presented reduction heavily relies on the ordering of the universe, and therefore cannot be mimicked by order-invariant logics, such as LFP.
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