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Structural Methods for the Synthesis
of Speed-Independent Circuits
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Abstract—Asynchronous circuits can be modeled as concurrent isochronic[1]. Sl circuits are robust to parameter variations,
systems in which events are interpreted as signal transitions. j e., the response time of an Sl circuit subjected to temperature
The synthesis of concurrent systems implies the analysis of agr voltage modifications may vary, but the circuit keeps

vast state space that often requires computationally expensive . . N
methods. This work presents new methods for the synthesis of working correctly. Additionally, an S circuit does not need

speed-independent circuits from a new perspective, overcoming any modification to guarantee its correctness after a technology
both the analysis and computation complexity bottlenecks. migration (the validity of isochronic forks must be checked,
The circuits are specified byfree-choice signal transition graphs however). The most robust delay modelelay-insensitive

(STG’s), a subclass of interpreted Petri nets. The synthesis ap- ..its also assumes unbounded wire delays. Unfortunately,
proach is divided into the following steps: correctness, binary . .. AN
coding, implementability conditions, and logic synthesis. Each the c_Iass of_ delay—l_nsensmve circuits is very small from the
step is efficiently implemented by applying a set of structural practical point of view [1].

techniques that analyze STG’s without explicitly enumerating the A wide range of synthesis techniques for asynchronous
underlying state space. circuits rely onevent-basednodels, such as Petri nets (PN’s)

Experimental results show that circuits can be generated from ; ) ;
specifications that exceed in several orders of magnitude the [2] or change diagram§g]. PN's are a powerful formalism to

largest STG’s ever synthesized—with over 13 states. Computa- Model concurrent systems that gracefully captures the notions
tion times are also dramatically reduced. Nevertheless, the quality of causality, concurrency, and conflict between events. As
of results does not suffer from the use of structural techniques. a model, their most interesting feature is the capability of
Index Terms— Asynchronous ~ circuits, Petri nets, speed- Implicitly describing a vast state space by a succinct repre-
independent synthesis. sentation. Hence, PN’s have been chosen by many authors as
a formalism to describe the behavior of asynchronous circuits
by interpreting the events as signal transitions, thus coining
the termsignal transition graph(STG) [4], [5].
SYNCHRONOUS circuits promise a number of impor- Each reachable marking of an STG has assigned a binary
tant advantages for the design of large digital circuitgector with the value of the circuit signals in that marking.
Their modularity, potential low-power consumption, averageeriving logic equations from an STG requires the generation
case Computation time, and elimination of the clock dIStrlblb-f the binary codes for all markings_ Currenﬂy’ most Synthesis
tion problem have encouraged their extensive analysis. Hopls [6]-[8] perform an exhaustive token flow analysis to
ever, any asynchronous implementation must satisfy mugBtain the complete reachability graph of the PN and all
more restrictive conditions than its synchronous counterpasnary vectors. Unfortunately, the reachability graph of highly
Asynchronous circuits must be not only functionally equivasoncurrent systems can be exponential in the size of the
lent to the specification but also free bazards—undesired STG that leads to the well-knowstate explosiorproblem.
switching activity due to the skew of gate delays. Some efforts have been devoted to propose structural methods
Speed-independent circuif§!| circuits) is a broadly used fq, synthesis [9], [10], but they have been usually devised
design style for asynchronous implementations. Sl circuits rely, restricted classes of PN’s that compromise the potential
on theunbounded gate delayodel, which assumes U”knownexpressiveness of this formalism.
but finite delays on the gates, askewat the wires bounded  Thjs work presents a structural methodology for the synthe-
by the delay of the fastest gate. Thus, the correctness (f of S| circuits from STG'’s. The proposed techniques have
the circuit requires the assumption that some wire forks a8lynomial complexity if the underlying PN is free choice
[11], [12], and can be efficiently extended to the class of PN’s
Manuscript received November 13, 1997; revised March 30, 1998. Thigat can be covered by state machines [13].
xg;krgfjnfrﬂzﬂgggdby ff;éggtg'g;;ruzégra%;nﬁ;'C98'0410' This paper 1o proposed structl_JraI techniques are based on the arjalysis
E. Pastor is with the Department of Computer Architecture, Universit&f the concurrencyrelations of STG’s [5], and the generation
Politécnica de Catalunya, Barcelona 08034 Spain (e-mail: enric@ac.upc.egf. covering cubes that approximate the reachable markings.
deJC;gmﬁ!aB':réNe'Itgng'88?)226‘&2?: t(eo_ fmici’lft‘j'g?é?c’glr;'i\ﬁgsc'.t:;)?mma Additional information obtained from the state machines of the
A. Kondratyev is with the Computer Architecture Laboratory, University5 TG allows one to refine the initial covering cubes, increasing
of Aizu, Aizu-Wakamatsu 965 Japan (e-mail: kondraty@u-aizu.ac.jp). the accuracy of the approximations. This methodology elim-
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the concurrency relations have been previously applied forachine (SM) is a PN such that each transition has exactly
synthesis [10], [14], this work generalizes the use of thes@e input place and one output place. A free choice (FC) net
relations, reducing the gap between structural and state-based PN such that every arc from a place is either a unique
approaches. outgoing arc or a unigue incoming arc to a transition.

We aim at complementing the existing tools by providing al- A transitiont is enabledin a marking}, denoted byM [¢),
ternative and efficient synthesis algorithms for state-machinghen all places irtt are marked. An enabled transition id
coverable STG’s, which account for a large number of STGfges, removing one token from each place it and adding
used for circuit design. The area and delay results of the &le token to every place itt. This produces a new marking
circuits synthesized by applying our method are presented abfl (M [t)M’). A marking M is reachablefrom M, if there
compared with those obtained by previous synthesis tools.is a sequence dfrings ¢1 ¢ - - - £,, that transformsV/,, into M

This paper is organized as follows. The formal notion&\/,[t1¢2---¢,)M); hencet ¢, ---t, is afeasiblesequence.
on Petri nets and signal transition graphs are presenfBue set of reachable markings froi, is denoted by, ).
in Section Il. The implementability conditions ofpeed- The graphical representation of a reachability set with the
independentircuits are analyzed in Section Ill. Section IVWertices corresponding to markings and arcs corresponding to
illustrates the structural synthesis framework and its efficientnansitions between markings is calledreachability graph
by means of two examples. To avoid tltate explosion (RG). Two transitiong; and¢, are concurrent if there exists
problem Section V proposes a method to derive approxa& marking in which both transitions are enabled and the firing
mations of the reachability graph from the structure of thef ¢#; or > does not disable the other.

STG. Section VI describes how Boolean functions can beA PN is live if every transition can be infinitely enabled
obtained from these approximations. A strategy to increase theough somdeasiblesequence ofirings from any marking
accuracy of such approximations is introduced in Section Vih [A,). A PN is safeif no marking in[4{,) can assign more
The overall logic-minimization framework is described irthan one token to any place. A placaeslundantf its removal
Section VIII, and further minimizations are outlined in thereserves the set of feasible sequences in the PN. In the sequel,
Appendix. Several experimental results and efficiency analysie will assume that all the considered PN’s #wee choice
are presented in Section IX. Section X concludes this papélive, safe and do not contaimedundantplaces:
A PN can be decomposed into a potentially exponential

Il. BASIC NOTIONS AND DEFINITIONS set of strongly connected state machines, also named SM-

omponents (SM’'s) [11]. In particular, live and safe free-

In this section, we briefly recall some of the basic definitions™ . ;
y F%?mce PN'’s are covered lmne-tokerSM’s; that is, SM’s that

on logic functions, Petri nets, and signal transition graphs. ) i L

more detailed information on these topics, we refer the reacfé’rntam_ exactl){ one token [11]'_ Computing S.M SIS reduc_:ed

to [5], [12], and [15]-[17]. to solvm_g a linear programming quel, with polynomial
complexity [18]. An SMeover (SMC) is a subset obne-

tokenSM'’s such that every place in a PN is included at least

in one SM.

An incompletely specified:-variable logic functionis a An STG is a tripleD = (X, A, A), where X is its
mapping f: {0, 1}" — {0, 1, —}. Each elemen{0, 1}" is underlying PN,A is a set of inputd; and outputd, signals,
called avertex The set of vertices wher¢ evaluates to 1, andA is a labeling functiom: 7 — A x {+, —}, in which the
0, and— are called on-, off-, and dc-sets and are denoted B¥nsitions are interpreted as value changes on circuit signals.
on(f), off(f), and d¢f), respectively. Aliteral is either a Rising and falling transitions of a signal € A are denoted
Variablel’z‘ or its Complemenﬁi. A cube cis a set of literals by a+ anda_, respective'y, whileix denotes a generic rising
such that ifz; € ¢, thenz; ¢ c, and vice versa. Cubes caryr falling transition. Multiple transitions for a signal will be
also be represented as an elemintl, —}", in which value gjstinguished by means of indexes, eq+, as+. (In figures,

‘0" denotes a complemented variabig, value “1” denotes instead of indexes fou,+, a;,; will be used.) An STG is

a variablex;, and — indicates that the variable is not in theaytoconcurrentf it contains a pair of concurrent transitions
cube. Acoveris a set of implicants that contains the on-sejf the same signal.

A. Logic Functions

and does not intersect with the off-set. An STG is graphically represented as a directed graph with
_ transitions denoted by their names and places by circles, where
B. Petri Nets and STG’s places that have only one transition in its preset and postset

A PN is a four-tupleX = (P, 7, F, M,), whereP is the are usually omitted. Also, transitions of input signals are
set of places7 is the set of transitionsF C (Px7)U(7 xP) underlined. Fig. 1(a) depicts a free-choice STG, taken from
is the flow relation, and/Z, is the initial marking. Given a [19], that will be used throughout this work. The example
nodew € P U7, its postset and preset are denotedPyand contains input £; = {a, b}) and output 4o = {c, d})

*u, respectively. Amarking of a PN is an assignment of asignals. The corresponding reachability graph of the STG is
nonnegative integer to each placeklis assigned to place depicted in Fig. 1(b). Fig. 2 depicts three SM's that cover
by marking M, we will say thatp is marked with% tokens, the STG.

i.e., M(p) = k. A pathin a PN is a sequence; -- - u, oOf

nodes _SUCh _tha\t/ 61 << (g, uign) € Fo A pfith IS ichecking for liveness, safeness, and redundant places can be done in
calledsimpleif no node appears more than once on it. A stai@lynomial time for FC nets [12].
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() (b)
Fig. 1. (a) STG example and (b) corresponding reachability graph.
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Fig. 2. SM-components of example depicted in Fig. 1(a).

Each marking of an STG is encoded withb@ary code successor transitionst-/1 andd+/2, while at the same time
of signal values by means of a labeling functianAZ,) — d— is a single predecessor to both rising transitions.
{0, 1}, where A(M), denotes the binary value for signal An STG is calledoutput semimodulaif no output signal
a. The function A must consistently encodéhe STG mark- transitiona;- enabled at any reachable marking can be disabled
ings; that is, no markingl/ can have an enabled risingby the transition of another sign@}. [20]. If an STG is output
(falling) transitionM[a+) (M[a—)) if A\(M), = 1(A(M), = Semimodular, then it can be implemented without producing
0). unspecified changes of the output signals; that is, without
In anonautoconcurren8TG, transitions; . is apredecessor introducing hazards
of a; if there exists a feasible sequenegoa;- that does . .
not include other transitions of signal Converselya;- is a C. Signal Regions
successoof a;-—we will also say that the paifa;*, a;-) is To derive the correspondence among the signal transitions,
adjacent The set of predecessors (successors)-ois denoted the reachable markings, and the properties of the specification,
by prea;-) (next(a;-)). In Fig. 1(b), transitiond— has two different signal regionsare defined.
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TABLE | defined as follows [21]:

SIGNAL REGIONS FOR THEEXAMPLE IN FiG. 1 . - o
1, if v e GER(a+)UGQR(a+)

ER d+/1 d+/2 d- fa(v) =40, if v e GERa—)U GOR(a—

QPS P4P11P13P14 P10P11P12P13P14__| P1P2P7P8P9 a(v) - othefwise (=) QR(a-)

ER -0-0 1110 0001 ’ '

QR || -0-1+-111+0101 | -111 4 0-1- 4+ 0101 | 0-00 4 01-0 For any STG that fulfills the consistency and CSC condi-

tions, f,, is consistently defined, i.e{on(f,), off(f.), dc(f.)}
is a complete partition of0, 1}4l. Note that for any pair of
The excitation regionER(a;-) is the set of markings in output signalsz and b, dc(f,) = dc(f,) = DC, where DC
which transitiona;- is enabled. It can be shown that, for livedenotes the dsetof the reachability graph.
and safe free-choice STG, excitation regions are connected set&n implementation of the next-state functigh by a cover
of markings. Thequiescent regiorQR(«a;-) is the maximal ¢ is correct if
set of markings that are reached from &R) after firing
a;~ without enabling any other transitiom;-. The restricted
quiescent regioi@R"(a,- ) is the subset of the quiescent region
QR(a;+) that does not contain markings of other QR'’s of

on(f.) € € C on(f,) UDC. (1)

I1l. SPEED-INDEPENDENCESYNTHESIS CONDITIONS

signala. The derivation of an Sl circuit from an STG specification
The generalized rising (falling) excitation regianf signala  requires two types of correctness conditions [20].

is the union of all excitation regions ER:+) (ER(a;-)),  « Specification correctness conditiorGonsistency, output

denoted by GERi+) and GERa—). The generalized semimodularity, and CSC. These conditions have been

one (zero) quiescent regiorf o is the union of all defined in Section Il and guarantee that a correct Sl circuit

quiescent regions QR;+) (QR(a;-)), and it is denoted can be derived from the STG specification.

by GQRa+) (GQR(a—)). Fig. 1(b) depicts the excitation
regions ERd+/1), ER(d+/2), ER(d—) for the output
signald.

Regions are collections of markings; hence, we use the
operator™ to define the characteristic function of the binary

« Implementation correctness conditionghese conditions
guarantee that a given circuit implements the desired
behavior. We can distinguish two types of conditions.

— Correct next-state function condition (1).

codes of the markings in a set or region. Additionally, we ~ — Conditions for hazard freeness, which depend on
will define the desetas the set of nonused binary codes, i.e., the specific circuit architecture chosen for the im-
{0, 1114l - [@)- Examples of other regions and binary codes pIementauon. These conditions will be discussed in
for signald can be found in Table I. Section IlI-B.

Consistency and CSC are necessary and sufficient condi-
D. State Coding tions for the existence of a consistent next-state function. Out-

) i ] ] put semimodularity is a necessary condition for the existence
An STG is said to satisfy theomplete state codinCSC) ot 4 hazard-free implementation of the behavior. In the case

property if, when the same binary code is assigned to Wghare 4il next-state functions can be correctly implemented by
different markings, the output signals enabled at both markings, 5;ard-free complex gate, the circuit is guaranteed to be Sl
are identical, i.e.v My, My € [M,): \(M1) = AM2) = [5]. The implementability conditions of S circuits have been
(Va € Ao, Jai-, aj x: Mia;r) & Mplaj)). An efficient oy haustively investigated in [7], [17], [19], and [22].
techmqug to yer_lf)_/ the CSC property can be. derived if |_nstead However, it is not always possible to implement each next-
of analyzing individual markings, the encoding properties at§ate function with one complex gate. In general, gate libraries
checked in terms of sets of markings related to the structyfgnose constraints on the size and functionality of the logic
of the STG, i.e.Va € Ao: GER(a+) - GQRa—) = 0 A fynctions that can be implemented with only one gate.
GER(a—) - GQR(a+) = 0. This section first introduces three different implementation
A more restrictive property, thenique state codinUSC)  architectures and discusses sufficient conditions for obtaining
condition, holds if all reachable markings of the STG argorrect implementations of the next-state functions. It is shown
assigned a unique binary code, iX¥M, M> € [M,): M1 #  that these conditions can be formulated in terms of require-
My = A(M1) # A(Mz). The example in Fig. 1 has a USCments for the covers of the corresponding signal regions. The
conflict because markings; and s;3 share the binary code rest of the section is devoted to discussing the conditions for
(1111). However, the STG satisfies the CSC property becaygzgard freeness that guarantee the synthesis of an Sl circuit.
output transition is enabled at neithernor sz (i.e., N0 CSC  One of the architectures is chosen for the illustration of

conflict exists). the methodology of structural synthesis throughout the paper.
However, the suggested methods are easily adapted to other
E. Next-State Function architecture styles as well.

The derivation of a circuit that implements the behavior . )
specified by an STG consists in finding a logic-gate realizatiéh 'MPlementation Architectures
of the next-state function for each output signal. The next-statel) Atomic Complex Gate Per SignaThis is the initial ar-
function, f,: {0, 1}l — {0, 1}, of a signala € Ao is chitecture for Sl circuits studied in [5] and [23]. The circuit
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Fig. 4. Three speed-independent implementations for signal

3) Atomic Complex Gate Per Excitation Regio8ignals in
this architecture are created using networks of atomic complex
gates to implement the set and reset functions of the memory
element. Each transition is implemented by a single gate,
ich is then connected to ayrR-gate whose output is in turn

Fig. 3. Implementation architectures.

is implemented as a network of atomic gates, each o
implementing one output signal. The Boolean function for €a¢81 into the memory element. As a result, smaller complex

gate can be representeq asasum Of. prqducts (SOP). Assi fes are used. The basic structure of this architecture is shown
example of such gate is presented in Fig. 3(a). Each ato CFig 3(c)

gate contains a combinational part and a possibly sequential <" Architecture every gaté
part implemented as an internal feedback. The delay bet\/\{eoqnthe set function implements the behavior of a single

its "ANDINg” and "ORing” nodes and the internal feedback I%ising transitiona;+. This gate must be turned on every time

gssumed to be neglig_ible. In the figure;, the g_ate representalg%?‘smonaﬁ is enabled and turned off before the enabling of
is used to denote the implemented logic function, but the act y falling transitiona;; similarly for the reset function.

implementation is resolved on the transistor level. In a nonautoconcurrent STG, only one transition of the sig-

Theccfircuit Is aSSchjr_ned tolbe dedri_vedl by builc(ijirl;g a C_O”‘Iaﬁ%u can be enabled at a certain instant. Therefore, the proposed
coverc for f, [according to (1)] and implemented by a sing @rchitecture evolves underae-hot encodingiscipline of the

cqmplex gate. .It was shown in [5] th_at_ for correct STG'Syates at the first level of the set and reset networks. Only one
this equation gives necessary and sufficient conditions for t Eihe gates can be “ON” at the same time, being responsible

spegd independe.n_ce of thg_implementation (i.e., no additiogal output signal to switch. The rising and falling signal
archl_tecture—spe_mflc conditions  are needed)_. However, _t itching is produced due to the alternate activation of set
requirement to implement each cover by a single gate mi d reset networks

be quite unrealistic in practice, which is the weakest point for The implementation correctness condition for the covers

this apprqach. L . .. Cla;~) is similar to condition (2) but is limited to only use its
2) Atomic Complex Gate Per Excitation Functiomhis %xcitation and quiescent region
er

architecture was suggested and studied extensively in a num . e .
of papers, e.g., [20] and [24]. It assumes that a separate ER(a;+) € C(a;+) € ER(a;+) UQR(a) UDC.  (3)
memory element is used to produce an output signal.
set (S(a)) and reset(R(a)) excitation functionsfor signal
a are fed to the memory element. They are implemented
atomic complex gates. Fig. 3(b) shows an example of su Section I1I-B.

architecture with a C-latch used as a memory element. Fig. 4 shows the implementations of signarom the STG

Sufficient conditions that guarantee the implementation CQf Fig. 1 in all three architectures.
rectness of the next-state function are the following:

(a;+) at the first level

TheThe detailed discussion on the sufficient conditions to ensure
an Sl implementation with this architecture can found in [7]
d [19]. A general discussion on these conditions is presented

More recent developments aim at the decomposition of

GER(a+) C S(a) C on(f,) U DCA complex gates used to implement each excitation region. The
G/E\R(a—) C R(a) C off(f,) UDC 2 goal of these techniques is to guarantee the implementability

of the circuit in a particular gate library or with a network of
The set function for signat must be turned on every timetwo-input gates [25], [26].

some rising transitioru;+ is enabled and turned off before From the review of the possible architectures, we can
the enabling of any falling transition—; similarly for the conclude that therchitecture-specificonditions for correct
reset function. However, the conditions in (2) do not guarant@aplementations can always be formulated in terms of cover-
an SlI circuit. Sufficient extra conditions for hazard freenessg the signal regions. In Section VI, it will be shown how
will be discussed in Section IlI-B. It is possible to show théo obtain approximations for each signal region by using
existence of an implementation in this architecture for arthe information contained in the structure of the STG rather
STG satisfying the CSC condition [5]. than its RG. Therefore, the synthesis techniques suggested in
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Fig. 5. (a) STG and covering cubes for places, (b) reachability graph, and (c) refined covers.

this work can be adapted to any implementation architecture.Property 1 [Monotonic Covers]:A set function S(a) is
Further, we will illustrate the synthesis method in applicatiosaid to bemonotoniciff YA € GQR(a+) such that its code

to the architecture in Fig. 3(b), when the set and reset functioh&\/) is covered byS(a), thenVM’' € GQR(a+): M'[t) M,

are implemented as atomic complex gates. Note, howevire binary codeA(M’) is also covered byS(a). A reset
that there are no strict borders between different architectdtmction R(a) is said to bemonotoniciff VM € GQR(a—)
styles and, for optimization purposes, we can easily admit teech that its code\(A) is covered byR(a), thenVAM' ¢
implementation of one signal of a circuit as an atomic compléxQR(a—): M’[t) M, the binary code\(M’) is also covered
gate while the other is implemented by the set and redst R(a).

networks. These issues are mainly addressed in Section VIlIFor the particular case of the atomic complex gate per

where the circuit minimization loop is discussed. excitation region architecture, each covéfa;-) must satisfy
an additional monotonic condition designed to guarantee a
B. Conditions for Hazard Freeness hazard-free alternating one-hot activation of set and reset

_ i ) i networks. A coverC(q,;-) cannot freely use its QR as det

In the previous section, we introduced three main typgR,.5,se some of its markings may be shared by other covers
of implementation architectures and formulated the cond|t|0|ﬂ§r signala. In Fig. 1, markings, is shared in the QR’s of both
that must be satisfied by Boolean funct.ions of gates to ensW&nsitionsdJr/l and d-+/2. If the coverC(d+/1) includes
the proper values of_ |mpleme_nt_ed signals. However, this ¢ shared marking, both covefgd-+/1) and C(d+/2) will
functional correctness is not sufficient to guarantee the hazagll-icorrectly excited (not necessarily at the same time) when-
free behavior of a circuit. Even when the Boolean functions (é(/er transitiond-+/2 is expected to be fired. The additional

gates are defined according to the requirements of Section Il jition to guarantee the monotonic alternating activation of

A, the behavior of the circuit can be hazardous due to tlg%t and reset networks can be expressed by usingstricted
delays in the propagation of signals through the gates. TWﬁiescent regioras

must be avoided in speed-independent designs. In this section, . .
we introduce the sufficient conditions that will capture the ER(a;-) C C(a;+) C ER(a;+) UQR (a;+) UDC.  (4)
absence of hazards during the operation of a circuit. . - .

From now on, unless it is pointed out explicitly, we assum|<5npOSIng restrictions on the .mark!ng-s f{hat.can b.e covered to
g)lzjarantee the one-hot _enablmg discipline is equivalent to the
gates for set and reset functions—atomic complex gate rpgle entr.ance constral(niesqubed py _other aut.hors [711 [24].

owever, in order to verify this restriction, restricted quiescent

excitation function—with a C-latch as memory element. . er to build and structurally ch terize th
The correctness of the set and reset covers is not suﬁiciﬁf‘glons are easier 1o bulld and structurally characterize than
rng sequences.

to guarantee the Sl behavior of the implementations. Additioh- . . .

ally, these covers must monotonic Intuitively, S(a) (R(a)) Thetrestult grove(;l in [7] an(:_ [19t]hls the f?IIOWTgH thg.t.

is said to bemonotonicif it changes exactly twice in any ::r:)rrep sgt an lrese ;:ci[\./ers.sa |sfyd grgono c(;mc_:lér?/ concltions,
sequence of firing transitions, rising at a marking in G&R) € cireutt iImplementation 1S speed Independentrie main

_ . . . B purpose of the following sections is to show how the correct-
(()(rsEeRf(gre)Lr?tgcrjirjgllglgqsl—tr)]e(ggz(dai;(gﬁﬂ (GQRA-))  Hess and monotonicity conditions can be ensured for the set

For example, (see Fig. 1), assume tit]) covers mark- and reset covers without generating the reachability graph of

ings s15 andsyo. R(d) is correct, but if the circuit follows the the STG.

sequences;; — s1 — S19- -+, it might produce an undesired

1 — 0 — 1 glitch at functionZ(d) that might eventually be V- APPLYING STRUCTURAL METHODS TO SYNTHESIS
propagated to outpui. This section gives an intuitive picture of the proposed

The following property describes how the set and resstructural methods by using the example depicted in Fig. 5(a).
covers can be verified to be monotonic exploring the reachaflee techniques here described are fundamental to support the
markings of the STG rather than its feasible firing sequenceserall synthesis process keeping its complexity polynomial.
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0000

@ (b) ©

Fig. 6. Signal insertion. (a) STG and covering cubes for places, (b) reachability graph, and (c) implementation fay. signal

Let us assume that we wish to derive a logic function to  cover of p; should be intersected with the conjunction
cover the excitation region of+ [denoted ERy+)]. This of the covers ob», p3, andp, [see Fig. 5(c)]. Then, the
region corresponds to the set of markings in which place function (10-) + (—01) correctly coverf/l\?(er) [see
ps is marked. The encoded reachability graph obtained from  Fig. 6(c)]. Note that, in general, several refinements may
the STG is depicted in Fig. 5(b), in which ER}) is also be needed.
shadowed.

By a simple structural analysis that takes polynomial time
[12], we can deduce that the STG has an underlying free-
choice PN in which each SM has exactly one token. We
can also derive a set of SM’s that cover the net (SM-cover).

In this case, two SM’s can be obtained, namely, the sets - .
' ' ' —0—-1) correctly cover€ER see Fig. 6(c)].
of nodes SM = {p17 T+, p2, ¥+, p3, T—, P4, Z—, P, y_} ( ) y (y+) [ g ( )]

and SM = {p1, 2+, ps, Y-+, Pe, 2—. P, y— ). In general, both methods can be combined to obtain a correct

Our purpose is to calculate a set of cubes that safel§t of covers. In this work, we only present the conditions_
cover ER(y-+).2 An initial single cube approximation can peunder which a set of covers can be safely used for synthesis
calculated as follows. If a signal transition can fire while ¥ithout the insertion of extra signals. The procedures for
given place is marked, without removing the token from thigsertion of extra signals are covered in [27].
p|ace, then the value of the Signa| is unknown while the p|aceTO give an intuitive idea about the efficiency of the structural
is marked. Since transitions+ and z— can fire whenps is approach, let us consider one illustrative example. Fig. 7
marked, then the value of and z is unknown inp;. On the presents an autonomous circuit with a C-latch closed on its
contrary, the value af can be exactly determined by analyzingnputs through inverters. A C-latch is the basic cell used for
the ordering relation of;+ andy— with ps. Thus, the cube the synchronization of processes in asynchronous designs. Its
(—0—) can be derived fops. output rises when all its inputs are “1” and falls when all inputs

However, we can easily detect that this cube0—) is are “0”; in any other case the output remains unchanged. The
an overestimation oER(y+) because the binary cod€00) logic function for a C-latch is, = z1 - - - 2, +-a(z1 4+ - -+2y,).
which is outsidd':_AR(er) is also covered. Assuming-0—) to  In our example, a change on the output of the C-latch leads to
be a cover cube f<EAR(y+) leads to the erroneous conclusiora concurrent burst of input changes. The number of markings
on the enabling of+ in (000). Note that overestimation doesin an n-input circuit is 2", while the number of places in
not necessarily happen in the approximation process: for platies corresponding STG is onin.
p1 andp7, the cubes can be exactly calculated, i(800) and The use of cover cubes for the places in this example is
(010), respectively. To fight with the possible overestimationgxtremely efficient because thexactlydefine the excitation
two strategies can be applied. regions for all signal transitions; that is, the information

1) Cover refinemeniRefining the place covers by analyzingprovided by the concurrency relations coincides with the

the concurrent relations with other places. To obtain giructure of the reachability graph. Given transitien , the

multicube approximation, we use the fact thgt can cube (1——1) of its predecessor place, is an exact cover

only be simultaneously marked withy, ps, or ps. The for EAR(xlf) (signal orderz;z»x, is used). Given transition
a+, the intersection of cubes for its predecessor plages

2ER(y+) is the set of binary codes of markings in GR-). The cover P2 andp; gives the single code (1110) whese- is enabled
must contairER(y+) (on-set) and may contain codes from theset ((1 -0)-(-1-0) - (——10) = (1110)).

Signal insertion:Inserting state signals in the same way
as solving encoding conflicts, disambiguating covers
whose intersection produces contradictions for synthesis.
This is illustrated in Fig. 6, in which a new signal
distinguishes the covers of; and p;. Then, the cube
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M
F, X1+ X2+ x3+<_‘
p1 p2 p3
1—-0 -1-0 —\—10
AN
X1 x1x2 x3 a
a+
p4 p5 p6
X2 1-—1 -1-1 ——11
a
x1- xX2— X3-
11
x3 p p7 p8 p9
pt0 pi2
0—-0 a— —-00
(@) (b)
Fig. 7. (a) Generalized-latch circuit and (b) its STG specification.
In this example, we have obtained the functions for signals TABLE I

from the structural information in the STG rather than by SCR BETWEEN SIGNALS AND PLACES FOR THESTG IN Fic. 1
restoration of its reachability graph. Although the functior i

P1_pP2 P3 P4 Ps Pe6 Pv P8 P9 P10 Pii P12 Pi3 Pi4

derivation procedure is not always so simple, it allows ong o T —
to present a general view of complexity reduction while using co co
the cover cube approximations. In the rest of this paper, we e P v o o
describe the conditions to determine how the aforementioned
covers can be iteratively improved and when the reached
accuracy is sufficient to be considered correct. while ordered in another. In that case, we should take them as
concurrent because they are not always ordered.
V. STG STRUCTURAL ANALYSIS Concurrency relations can be extended to places and signals

This section presents structural methods for analyzirL 7]. We will refer to the formalization of concurrency between
STG's [28]. This method will be used in Section VI to find"°d€es and signals as signal concurrency relations (SCR).

approximate covers for ER's and QR’s. ER’s and QR's will Definition 2 (Co.ncurrency Relations)The concurrency re-
be approximated by a much simpler region that characteriJg%(_)n betwfi_n rpca;grs of mﬂé?gm Ofl an STG 'St def|r_1t§d as
the markings in which a given place is marked, the so-call&gPnary _rEf{ a]\'/([) M; SUCM at given places;, p;, transitions

marked region The goal of this section is to derive a singléi’ tj, eXists M, € [M,)

cube cover for each marked region by using a set of structural (¢;, t;) €CR < [M[t;t;) A M[t;t:)];

properties that can be computed in polynomial time on the (, +) eCR « [M[t;)M' A M(p) > 0 A M'(p) > 0];

size of the STG.
Based on the concurrency relations and the analysis of (Pir i) ECR & M(pi) > 0 A M(p;) > 0].

paths in the PN, we introduce a polynomial algorithm to Definition 3 (Signal Concurrency Relationsfhe signal

verify the consistency of the STG. Consistency is a necessagncurrency relation between a nodge € P U7 and a

condition for the synthesis of Sl circuits, but it is alssignala € A is defined as a binary relatioBCR such that

necessary to guarantee the existence of a consistent next-gi@tea) € SCR < Ja;-: (u;, a;-) € CR.

function for the signals in the STG. Using the concurrency Polynomial algorithms for the computation of the concur-

and the interleaving between signals, cubes will be deriveehcy relations of a live and safe free-choice PN have been

to approximate the binary codes of markings in the markguesented in [29]. As an example, Table Il depicts St&R's

regions. for the places of STG in Fig. 1(a) [whe® indicates those
pairs (p;, a) that are concurrent].

A. Concurrency Relations

The concurrency relation (CR) [5] is a conservative concet Consistency Verification

defined in terms of markings in the RG of an STG that If an STG is not consistent, it cannot be implemented
provides a high-level view of its dynamic behavior. Wheby a logic circuit. Therefore, consistency must be checked
two transitions can fire from a marking without disabling eachefore performing the synthesis step. This section presents an
other, the transitions are said to bencurrent Since this is efficient algorithm to verify the consistency of a live, safe,

a structural property, its definition must be conservative. Twand irredundant free-choice STG by using the concurrency
transitions may appear to be concurrent in one part of the R@ations and the structure of the underlying PN.
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An STG satisfies theonsistencgondition if it does not con-
tain autoconcurrentransitions and every sequence of signal
transitions isswitchover correcf20]. To avoid autoconcurrent ‘)7(9{\
transitions, no paix;- anda;- of transitions of the same signal
is allowed to be simultaneously enabled at the same markir|g. d+/1 c+/2
Switchover correctness requires the value of each signal |to / + *\
switch from zero to one in response to a rising transition andc./1 a+/1 d+/2
from one to zero due to a falling transition.
Nonautoconcurrency can be structurally verified by using p2
the signal concurrency relations, i.e., by checking that ea¢h
transitiona;- is nonconcurrent with signal (v a;-: (a;-, a) & d
SCR). +
The switchover correctness of a nonautoconcurrent STG dan
be verified by checking that all adjacent transitions of ﬂie
same signal have alternating switching directions. A pair of
transitions of the same signal can be determined to be adjacent @ )
by finding a particular path in the STG connecting both . S .
transitions. The following property characterizes the relatidy ér%avsgglzzgy'”g (a) insufficiency of Property 4 and (b) nonconsistently
between the formal definition of adjacency on the RG and its '
efficient computation on the structure of the STG.
Property 4 (Structural Characterization of Adjacency) [Nectealizable paths is to restrict the number of simple paths to be
essary Condition]: In a live and free-choice STG, a transitioranalyzed when constructing the set rfext). Actually, it is
aj« € next(a;.) if there is a simple pati. betweena;. and sufficient to consider only those simple paths that are realizable
a;~ such that: by a;-, o, bj«, wheres contains no transition of signal
The necessary conditions that characterize the paths between
2) L contains no other transitions of signalexcepta;- adjaceqt transitions O.f the same signal (given by Property
4) require any place in the path to be nonconcurrent to all
and a;-. transitions of the considered signal. Thi dition i t
) _ ) gnal. This condition is no
Proof: The proof is done by induction on the length officient, as can be seen from the example in Fig. 8(a).
the pathL. (The length of the path is always odd.) In this STG, the sequencé+/1, a+/1, d—, c+/1, a— is
1) |L| = 1. Thena;- — p — a;« (Where— denote arcs feasible, and therefore— € next(a+/1). However, place
between STG nodes). Ji is a choice place, then it is p, is concurrent tai+/2, and the only simple path between
free choice and the sequence, a;- is feasible. Ifpis 44 /1 and a— goes throughps.
not a choice place, then the tokengirtan be consumed  To obtain sufficient conditions for the adjacency between
only by transitiona;-. From the liveness of the STG, ittransitions of the same signal, it is necessary to distinguish
follows that there exists a feasible sequence that contaigBich concurrency relations are not relevant for adjacency.
both a;. and a;.. Suppose that in any such sequencehis analysis can be done on the basisaivard reduction
there is some other transition.- betweena;- anda;-. by concurrent transitions.
Clearly,p is concurrent to any transition between and  Informally, forward reduction of PIX. by a set of transitions
a;+, and so it is concurrent @, which contradicts the 771 is obtained by removing front all the nodes starting
initial assumption. Thereforey;. € next(a;- ). from 71 that cannot be reached without the firing of some
2) From the statement’s being true fidi| = n, it follows transition ¢ € T1. We will denote the resulting PN via
that it is also true forL| = n + 2. Consider the last ForwRed(%, T1). The forward reduction can be obtained by
transitiond;. € L beforea;-, i.e.,b;- — p — a;-. The the following procedure:
path L’ C L betweena;- andb;- has lengthn, and by
the induction assumption, there exists feasible sequenceRemove transitiond’1 from
a;+, o, bj» such thats does not contain any transition ~ do until a fixed-point in modifying®: is reached

1) no placep € L is concurrent to signat;

of signal a. Let us show thatr can be extended as if for p all transitions*(p) have been removeitien
a;-, 0, 6, a;-, Whered contains no transitions of signal __removep from ¥
a. This clearly follows from the consideration of item 1) if p has been removetthen remove allt € (p)*.

for b+ — p — a;~, and thereforeg;- € next(a,;-). ®

Assuming that an STG is nonautoconcurrent, Property 4The mechanism of forward reduction allows one to formu-
provides the necessary conditions to check whetheris late the sufficient conditions for the existence of a realizable
adjacent toa;-. To derive the sufficient conditions, we neegath between pairs of adjacent transitions of the same signal.
to introduce several additional notions. Property 5 (Characterization of Adjacency) [Sufficient Con-

A path L starting atu;~ and ending ak;- is calledrealizable dition]: In a nonautoconcurrent, free-choice STGif a;- €
by a feasible sequenag-, o, b;- if the sequencey;-, o, b;~ nex{(a;-), then there exists a simple pathbetweena;- and
includes all transitions inL. The reason to introduce thea,- such that:
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1) for T1 = {ap-

dpel -+, transition a;-
P € ’p”ak } @ € consisteni_state_coding ( STG, SCR ) {

FOTwRGd(D, Tl); foreach (signal transition a;», a € A) do
2) L contains no other transitions of signalexcepta;- i/f/ C(‘(‘:C"a‘;"g";‘é‘;{)c"t’;f;‘gr:g:ﬂrfn"fjlse
¥y ’
and Q. next(a,») = 0; //explore paths from a; to find set next

. i : H set all nodes as non-explored;
Proof: If condition (1) is V|olateq for every path betwet—_zn i (correct.neces(STG, age, a,+,SCR)) then
a;~ anda;-, then none of the paths is realizable by a feasible D = ForwRed(STG, next(a;«));
sequenceua;-, o, a;- Without firing transitions of signak, if (in D there is no path between a;« and
which are concurrent to places of the path. From this clearly transitions of a) then return(true);
: ) _ . else return(correct_suf(D,a;*, a;+,SCR));
follows thata;« cannot be in next;- ). Violation of condition else return(false);
(2) also trivially leads to nonexistence of-, o, a;-, which )

. : [ it correct_neces( STG, bjx, aj+, SCR ) {
rgallzes the path/,, with ¢ containing no transitions of foreach (unexplored place p € (b;+)® : (pa) & SCR) do
5|gna|a. u foreach (unexplored transition ¢+ € (p)*) do

The algorithm in Fig. 9 is designed to verify the consistency set cy« explored;

; foreach (p € *(cg»)) do
of an STG and on the fly keep track of the set of adjacent i (vie (p)® in axplored) then set p explored;

transitions nexi;-) (based on Properties 4 and 5). The if (c=a) then
overall process is repeated for each transition. First, the add cis to mewt(ais);

: : //check switchover correctness
nonautoconcurrency is checked by analyzmg the SCR. Then, if (a,+ and cr+ are both rising or falling) then
the paths in the STG are explored on testing the necessary return (false);

conditions (procedureorrect_necessary) for adjacency (see else if (Scorrect_neces(ST6, ckv,ai+, SCR)) then
* return (false);

Property 4). Together with the construction of the set next, théreturn (true);
switchover correctness is analyzed checking that all adjacent R
i . . . . . _correct_suf ( STG, b;x, a;*, S )
Fransmons have alterna}t!ng switching d.|rect|o.ns. After apply foreach (unexplored place p € (bj+)*) do
ing the necessary conditions for searching adjacent transitions, 71 = set of transitions am* concurrent to p;
the algorithm checks whether it guarantees the sufficiency as if (in ForwRed(STG,T1) there is no path between p and

.. ;. t it f a) then set 1 d;
well. If not, the sufficient conditions are checked (procedure en 0 0 ° b expiore

correct_suf ficient) to search the remaining adjacent tran- foreach (unexplored transition cx» € (p)*) do
sitions (see Property 5). Procedut@srcct_necessary and ;g;(z’;h e(xppgfsd;) do
.. . . . Y E E*
correct_suf ficient are similar and can be merged into one. if (Vi€ (p)* explored) then set p explored;
However, we keep them separately because of the following. if (c=a) then (c0)
. add cix to next(a;*);
* Procedure correct_necessary has lower complexity: //check switchover correctness
0(712) on the size of the STG againgﬂ(n?’) for if (a;« and cxx are both rising or falling) then

return (false)
else STG = ForwRed(STG, next(a;+));
e From our experiments with STG’s from the known set ?flse ForwRed - SCRY) th
of benchmarks (Section IX), the necessary conditions for ' r(;tcl‘l’:;“é;?lfs(e)":w ed (816, T1), cxx,2i+, SCR)) then
adjacency always ensured the sufficiency as well. Evenreturn (true);
though the counterexamples can be easily constructed
[e.g., see Fig. 8(a)], it seems that they are rarely met

in practice. Therefore, most Iikely in checking thézlg' 9. Structural verification algorithm for STG consistency.

consistency, procedurgorrect.suf ficient will not  g7G and its RG. This section defines this basic region, derives
be invoked at all. its fundamental properties, and shows how to approximate its
The upper bound of the complexity for both nonautocorbinary codes by using a single cube. In the following sections,
currency and switchover correctness verificatiomi@*) on  we will show how marked regions can be used to approximate
the size of the STG (for the worst case when the necessgig signal regions required for synthesis.
condition does not imply sufficiency). Definition 6 (Marked Region)Given a placep, its marked
Other authors have previously addressed the problem rgfjion, denoted M), is the set of markings in which has
consistency analysis using structural methods [9], [14]. Howit |east one token, i.e., MR) = {M € [M,): M(p) > 0}.
ever, either the obtained results are only applicable to marked=or the example in Fig. 1(a), some marked regions
graph$ or only sufficient conditions were proposed. To thgre MRp2) = {pap3, papsps, p2pspiet and MRpy) =
best of our knowledge, this is the first proposed polynomi%gm’ PaDsP6s PaPsP12)-
method to check consistency for any live and safe free-Especially useful is the combined utilization of MR’s and
choice STG. the SM’s of the STG. The whole reachability set of the STG
is contained in the union of the MR’s of the places in any
given SM’s. Additionally, if the SM satisfies thene-token
Several sets of markings, namethrked regionsdefine a condition, then the MR’s define a total partition of the RG.
correspondence between the basic structural elements of aProperty 7 (Projection of the Reachability Set onto SM’s):

SMarked graphs are a subclass of free-choice Petri nets without choi-EQe fOHOW_'ng properties are satisfied for any SM—component
places. SM of a live PN.

correct_suf ficient;

C. Structural Approximation of the Reachability Graph
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1) The union of the marked regions of every place im o} is positive @4+, for example). Now, if instead of path
SM is equivalent to the whole reachability set, i.eL2 we consider path.2’, corresponding to sequeneg, we
(M) = Upcsyu MR(p). can reduce our analysis to the consideration of two paths

2) If SM satisfies theone-tokencondition, then the MR’s and L2’, which share not only placg; but also its output
of places in SM define a total partition dfrz,), transitiont; (like in Case 1).

ie,Vp,p € SM: MR(p) NMR(p") = 0. This common case for both Cases 1 and 2 is shown in
Proof: Fig. 8(b), where the dotted arcs show the considered subpaths
of L1 and L2.

1) In a live PN, any SM-component contains at least one
token in the initial marking. Also, from its definition, any
SM-component with some token in the initial markin
remains marked at any reachable marking [M,).
Therefore, any reachable marking marks some place
every SM-component.

Given the general case in Fig. 8(b), let us consider the
sequencer;—, o2, a;+, which realizes pattl.2. Suppose we
Yorbid the firing of a;+ and instead we fire all fireable
tlrﬁmsitions froma;+, o, a;—. Clearly, we cannot firea,-
because in that case,- will be concurrent toa;+, which
o . contradicts the consistency assumption. Therefore, by firing
2) If one SM-component satisfies tiome-tokencondition, e transitions i1, we arrive at the “stop transition” (denoted

it will constantly be marked with exactly one tokeny, ;1) that cannot be fired because one of its input places is

Therefore, no marking can place a token on two placﬁftking necessary token [plagesl in Fig. 8(b)]. Note that

at the same time. ®  some other input placgf1 € *(ts1) is marked (also included
in L1) due to the firing of transitions frond.1 and because
tsl is the first “stop transition” in.1. Similarly, we can find

A cover cube for an MR must cover all the markings of théhe “stop transitionts2 € L2 with the corresponding places
region. To make the approximation more accurate, this cups2 ¢ .2 andpf2 € L2.
should be the smallest among those possible (with the largesket us construct a sequenég of minimal size such that:
number of literals) [19]. Any signal that does not change in the 1) e sequence;—, o9, a;+, 82 contains all transitions

MR of a place (is not concurrent to the place) is represented  fom .1 that follow placep;. (it is always possible due
by a corresponding literal in a cover cube. The value of this {5 the liveness of STG);

signal can be determined by an interleave relatioterleaving

characterizes the position of a node with respect to a pair o o : L

adjacent signal transitions. For example, in Fig. 1(a), place choose a tr§n5|t|on i1 to consume this tokgn (itis

is interleaved with(a-+/1, a—/1), whereags, is not. always possible because the STG is free choice).
Definition 8 (Interleave Relation)The interleave relation Clearly, at some point while firing,, the “stop transition’s1

is a binary relationZR between nodes i U 7 and pairs Should be released, i.e., plaeel should get a token. Similarly,

of adjacent transitions,;- anda;- of a signala such that a W€ can construct the feasible sequenge, o1, a;-, & in

nodeu; is interleavedwith (a;-, a;+) (u; € ITR{a;, a;)) which some transition fron$; enables the “stop transition”

if there exists a path from;. to a;. containingu;, which is #s2 by marking the places2. 3

realized by a feasible sequeneg, o, a;-, wheres contains From this follows that adding the transitions frofa to

no transitions of signak. sequences;—, 0s, a;+, 62 will produce .the token irp_s2 (we
Property 9 (Consistent Place Interleaving)n a consistent Will denote the sequence corresponding to thatésig. The

STG, if a placep, is interleaved with a pair of adjacentPreset ofts2 has several places, and any token in a place from

transitions(a;+, a;- ), thenp; cannot be interleaved with anythe preset (being not a choice place) can be consumed only

D. Approximation of Marked Regions by Cover Cubes

f2) each time a place ih1 gets a token while firings, we

other adjacent paifa;-, a,+ ), and vice versa. by ts2 itself. Therefore, while firing,1, placep f1 should get
Proof: Suppose the opposite: let plagg be interleaved @ token as well. _
with the adjacent pair§a;-, a;~) and (a;-, a;+). By def- ~ Now let us start from the feasible sequente, o1, a;-

inition of interleaving, it means that there exist two simpl@nd fire all the feasible transitions froi2. This process will

pathsL1 and L2 containingp;, that are realizable by feasiblebe stopped at transitions2 (according to the definition of

sequences;+, o1, a;- anda;-, o2, a;+. Suppose thapy is “stop transition”) wherp f2 is marked whileps2 is not. If we

chosen in such a way that no other placeLih after p;, is forbid the firing ofts2 and will be adding the lacking transition

interleaved with any(ay-, as+). from 621, then bothps2 and pf2 will get tokens. The latter
Let us consider output transitions pf. contradicts the assumption on the STG safeness. Therefore,
Case 1.t € (pi)®, t € L1NL2. Thent must have different the assumption on the consistent interleavingofs wrongm

output placesp; and ps such thatp; € L1 andpy, € 2 Property 9 guarantees that if a plgeés nonconcurrent to

(otherwise, we have contradiction to the choicepgf. signala and it is interleaved between two adjacent transitions
Case 2: There existt, t2 € (px)* such thatt; € L1 and  (a;+, a;—) ((a;—, a;+)), then all binary codes iMR(p) have

ty € L2. Thenypy is a free-choice place, and when it is markeslalue 1 (0) for signak. This property is the basis to approx-

in sequencer,, both#; andt, are enabled. Therefore, fromimating markings by computing a sing®ver cubefor each

o2, We can construct a new sequemége which firest; instead marked region.

of £;. Sequence; (like o) starts after firingz;-, and because  Lemma 10 [19] (Cover Cube for MR’s)The cover cube

of the consistency of the STG, the first transition of sigmal C,, for MR(p) is the smallest cube that covekdR(p) such
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TABLE Il for GER and GQR. Then the binary codes are approximated.
Cover Cusgs FOR THESTG IN FiG. 1 (SGNAL ORDER ¢, b, ¢, d) Initially, this is done by approximating each marked region
Cp; ] 0000 | Cpy | -0-0 || Cps | 100- || Cp, | -O-1 of a place by a cover cube. Approximations might overesti-
Cp, | -01- }| Cpg | 1-1- || Cp, | 0100 || Cp, | OL10 mate marked regions, which can be acceptable if it concerns
Cps (1)1(1)(1) Cr1o éééi Cpu | 11|l Cpyp | O-1- the unreachable binary codes. An unsafe overestimation oc-
Fie Fia curs when the approximation for GQR+) overlaps with
GER(a—), for example. In these two regions, the implied
that for every signab: value of the next-state functiofy, is different and therefore
1) if b is nonconcurrent te ((p, b) ¢ SCR), then the overlapping is not acceptable. The techniques to avoid
o a particular case of such overlapping (due to the imprecise
ob — {0’ if b=01in MR(p) approximations of quiescent regions on their boundaries) are
P 1, if b=1in MR(p); described at the end of this section. Section VII tackles the

general case of the refinement of cover functions to avoid any

2) if b is concurrent top, thenC = —; ‘dangerous” overlapping

whereC? indicates théth component bit of.Given a place,
a literal must appear in the cube for any nonconcurrent sigr}gl
a top ((a, p) € SCR). For any arbitrary place, the value of "~
the signala in a corresponding cover cube is determined by Since we have chosen tiaomic complex gate per excita-
checking ifp is interleaved between pairs of adjacent rise—fallon functionas the target architecture, the analysis of the S
or fall-rise transitions. Property 9 guarantees that the valuesyfthesis conditions will rely on the binary codes of markings
signal « is the same for all the adjacent pairs for whighs in the generalized signal regions (See Section |||) Generalized
in ZR. Therefore, thenterleave relationgives a polynomial- signal regions are defined as a union of corresponding exci-
time algorithm (for free-choice STG's) to determine the valu@tion and quiescent regions (see Section Il). Therefore, they

Initial Approximations

of literal ce can be easily derived via approximations of ER’s and QR’s.
Single ER’s and QR’s are the main objects of consideration
1, if Jadjacent(a;+, a;-): p € IR(a;+, a;-) in this section. The ground objects to express ER’s and QR’s
Cp =40, Iif 3adjacent(a;-, a;+): p € TR(a;-, a;+) are the marked region of places introduced in Section V.
— otherwise. An excitation regionER(a;-) corresponds to the set of

Table Ill depicts the cover cubes for the places of th@arkings in which transitior;. is enabled. ERu;.) is eas-
example in Fig. 1(a). It is also important to remark thdly defined as the intersection of marked regions for input
the cover cubes areonservativeapproximations of the bi- Places ofa;-: ER(a;+) = [\,c(,.) MR(p). Therefore, the
nary codes of the markings in MR’s and that other binar@oma'” required for that region is transitian. itself. The

codes may also be covered, e.g., codes from theedlor Dinary codes inER(a;.) are covered by the cover function
other regions. cv(a;») containing a single cube that can be directly created

by intersecting the cover cubes for its predecessor places:

VI. STRUCTURAL APPROXIMATIONS FORSIGNAL REGIONS ~ €V(@i) = _ﬂp_c(ai*)cp' . .
. The definition is more complex for quiescent regions. A

The synthesis approach for Sl circuits requires an a”alyﬁ'f%lrking is in thequiescent regionQR(a;.) if it can be

of both the excitation and quiescent regions in order to chegl haq by a feasible sequemge;- o such that no transition
the synthesis conditions introduced in Section llI (correc&—j* € next(a;-) is enabled in any prefix of,*

ness and monotonicity). This section discusses a conservative

technique to structurally approximate signal regions by using  QR(a;-) ={M | o1, 02: M, [o1a;-02) M A

the_marked regions of pIa_ces in the STG [28]. Egch S|gna_1l- (Bos C o3, [o1a:-03a;- ) is feasiblé.

region approximation consists of two elements: 1) its domain

in the STG, consisting of corresponding sets of places andrrom this formalization and the fact that those firing se-
transitions, and 2) a cover associated to each ned® quences characterize all places interleaved between adjacent
the domain, denotedover function(cv(w)). However, the transitionsae;. anda;. (see the results in Properties 4 and 5),
approximation based on concurrency relations is imprecise domain required to approximate QR ) should include

it leads to the overestimation of the regions that might indueg! places interleaved between. and somez;- € nexta;- ).
synthesis errors. Therefore, this section presents the conpis domain will be denoteduiescent place s¢QPS), i.e.,
tions under which the covers associated to the nodes have

a sufficient level of accuracy to guarantee the correctness QPSai-) = {p|3Ja;- € next(a;-): p € TR(ai-, a;-)}.

of the synthesis. Section VIl will introduce a refinement _ ) _
technique to increase the accuracy of the cover functions whERe Procedure for computing the quiescent place sets is
such conditions are not satisfied. Algorithms to check the §¢Picted in Fig. 10. Finally, the binary codes@R(a;-) are

conditions based on these approximations will be proposg@ered by the union of the cover functions(p) of any place
later in Section VIII. in QPYa;- ), wherecu(p) = Cp.

The first part of th'IS section ShOWS how to Obtam. the_set4That the STG is assumed to be consistent makes the existence of one
of places that constitute the domain of the approximationsquenced.) sufficient for a marking to be in QR; ).
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compute_place_sets ( STG, SCR ) { TABLE IV
foreach (signal a € Ap) do SIGNAL REGION APPROXIMATIONS FOR THESTG IN FiG. 1
foreach (signal transition a;») do
set QPS(a;+) = 0; 1 d+/1 | d+/2 [ d-
set all nodes as non-processed; ER {s2,s4,567} {s12} {s15}
. compute.gps( STG, SCR, a;+, aj+ ); QR {s3,55,57,58,50,514} | {59,%13,514 J | {51,510,511
QRT {s3,s5,57,58} {s13} {s1,510,8511
compute_qps( STG, SCR, bjx, a;+ ) { R 100 + 010 1110 0001
foreach (non-processed p € (b;»)* : (p,a) ¢ SCR) do
add p into QPS(a;*); QR 10-1 4 --11 4 01-1 -111 + 01-1 0-00 + 01-0
kAl
set p as processed; QR 10-1 +-011+41-11 1111 0-00 + 01-0

foreach (non-processed transition cx« € (p)*) do
set cpx as processed;
if (c# a) then compute_gps( STG, SCR, cix, a;» );
B. Correctness of the Signal Region Covers

Fig. 10.  Algorithm for the efficient computation of QPS. Each one of the nodes used in the domain of the structural
approximations has been assigned a logic function, named

The proposed technique approximates the signal regiogtsver function This function is designed to approximate the
by cover functions that are initialized with the values combinary codes of the markings in the considered signal region.
puted for the cover cubes of places. Using cover cubes Ito general, the complexity of the cover function is directly
approximate QR’s immediately introduces imprecision at thelated to the accuracy of the approximation. Single cubes
boundaries of the regions. By definition, QRS ) contains are compact approximations but may overestimate the region.
all places interleaved between. anda,. € next{a;-). The More complex functions are less compact but have better
cover function of any place € *(a,-) also covers some accuracy. In any case, overestimating the regions must be
binary codes irﬁl\?(aj*); therefore,@(ai*) is overestimated. avoided because it may lead to incorrect synthesis.
This overestimation is unsafe because the implied value forProperty 7 provides the structural information to detect those
signal a in the quiescent region af;- is different from that cover functions that are overestimated. This result indicates
in the excitation region of;- [note that in a consistent STG,that every reachable markind/ is projected into any SM-
transitionsa;- anda;- € nexta;-) have different directions]. component of an STG, and in particular, its binary cada/)

For example, in Fig. 1, placg;» will be used to approxi- will be covered by at least one cover cube of a place in every
mate the quiescent region ef-/1. The cover functiorv(pi2) SM-component.
is initially built as the cover cub€,,, = (0 —1-). This | et us assume that an STG satisfies the USC condition; that
function covers not only the binary code &f € QR(c+/1) s, no pair of markings share the same binary code. Now, let us
but alsosy € ER(c—). also assume that we have a one-token SM-component of the

Detection of overlapping between QR and correspondirgrg in which the intersection of the cover cutigs andC,,
ER’s leads to fal_s_e negatives _in the results qf checking th& two of its places §; andp;,) is nonempty. In principle. trj1is
correctness conditions. To avoid this overlapping, places jnersection contradicts the USC assumption, since the same
*(a;) used in QPGy;.) should be modified intav(p) = marking cannot be projected into MR) and MR(p;) at the
cv(p) —cv(a-). Therefore, in the previous example, the initial ;6 time (see the proof of Property 7). The only reason to
cover functioncy(piz) = (0 — 1) should be modified into 1,6 5,ch an intersection is if one (or both) of the cover cubes
cv(pz) = Cpy = (Cpyy ~Cpio) = ((0—1-) = (01.11)) — overestimates the binary codes in its marked regions.
((001-) + (0 — 10)); that no longer covers the binary code The accuracy of the cover functions can be verified by
of so. : . . checking the intersection between cover cuBgs and C,,.

If, however, thecover functiorfor ;- is also overes'umated,f ¢ all pairs of placegp;, p;) from the same SM-com onent
its deduction from marked regions of places fréfa;- ) may ° b b i, i) 7" : PO

of an SM-cover. An STG satisfying the empty intersection for

result in anunderestimatiorof the cover functions for theseaII airs of places within every SM-component in an SM-cover
places. Let us assume that there exists a ptage (a;+) and pal P within every P

a marking € MR(p), but M & MR(a). If A(M)C C, . | is said to befree of structural coding con_flict[;Z_?], [30].
IngM < (p), bu 4 (a;.) (M) - Definition 11 (Structural Coding Conflicts)Given an SM-

iGpver SMC, the STG is said to be free of structural coding
goguflicts if for all SM € SMC the intersection of the cover

of quiescent regions is dangerous because the correctnes ) : X ! ;
covers for the set and reset functions is checked by ER’s gfiPes for any pair of different places in the SM is empty, i.e.,

QR'’s, and in case of underestimation, the result of the che&eM € SMC: [V(pi. p;) € SM, 7 # jj Cp: '.Cm- = 0.

might be erroneous (this is the source of false positives in thel€t US return to the example depicted in Fig. 1(a). Place

correctness check). In particular, if the synthesis algorithi® concurrent to signals andc. ThereforeC,, = (=0 — 1).

detects that all markings in a GQR are covered, it mdyjaceps belongs to QP@/+), but if C,, takes part in the

incorrectly decide to eliminate the memory element (sé®proximation of GQR(d+), the quiescent region will be

Sections Ill and VIII). erroneously overestimated due to the covering of the code
The domains of the excitation and quiescent regions, as WglD01) € GER(d—). This fact can be observed by the

as the cover functions for both places and transitions for sigredistence of a structural conflict between plagesand p14:

d (see Fig. 1), are depicted in Table IV. Cp, - Cpy, = (=0 — 1) - (0001) = (0001).



PASTORet al: SYNTHESIS OF SPEED-INDEPENDENT CIRCUITS 1121

The absence ofstructural coding conflictsguarantees transitiona;-, no binary code of reachable markings outside
the correctness—although conservatively—of the structufaR(a;-) is covered by the cover functior(a;- ).
approximations of the ER’'s and QR’s. Property 12 states Proof: The proof can be carried out similarly to Property
that under this condition, quiescent regions are properly2. Basically, it is necessary to take a placén the preset
approximated and the cover subtractions required to avoid #fea,;- and a SM-component in the SM-cover that contains
overestimation of the QR’s are safe. Property 13 guarantgesThen, due to Property 7, any marking outside (&R)
the proper approximation of excitation regions. It has alsmvered bycu(a,-) will be detected as a structural coding
been proved that for free-choice STG'’s, the absence @inflict betweenp and some other placg’ in the selected
structural coding conflicts guarantees the absence of USGI-component. [ |
conflicts [30]. As an example, take the STG depicted in Fig. 1(a) and its

Property 12 (Correct QR Approximation)Given an SM- SM-cover in Fig. 2. Several structural coding conflicts can be
cover in which the STG is free of coding conflicts, then fodletected in this STG. For SMC,, -Cp, # 0, Cp,, - Cp,, # 0,
any transitiona;-, 1) no binary code of reachable marking@nd C,, - C,,, # 0. For SM, Cp, - Cp,, # 0. Last, for
outside QRq;-) is covered by the cover function of any placéMs; Cp, - Cp, # 0, @and Cp, - Cpy, # 0. Therefore, not
in QPSa;-) and 2) each marking in QR;-) is covered by enough information is contained in the cover cubes in order
the cover function of some place in QRS). to precisely approximate the signal regions.

Proof: From Properties 12 and 13, it follows that if there exists

1) Let us assume that there exists a markifigz QR(a;- ) an SM-cover under which an STG is free from structural
and a place; € QPYa;-) such that\(M) C C .TaZ\ke coding conflicts, the approximations of QR’s and ER’s are
an SM-component inzthe SM-cover that c%lntaimls safe and can be used for synthesis. If an STG has structural

Since M is not in QRa;- ), then M should be covered coding conflicts, we should go for the refinement of the
by the cover cube of szon,1e other plage & QP a;) approximations. Note that the presence of structural coding

of the SM-component. Therefore, we are contradictingzonﬂids in STG does not necessarily lead to the violation
the absence of structu.ral coding ,conflicts f the correctness conditions for the covers. The conflicts

, may be due to intersections on a vertex in thesdt or
2) Every markingM & QR(a;-) marks some place thatyhe original STG satisfied the CSC condition instead of the
is interleaved with a paifa;-, a;-), a;~ € next{(ai-). ysc (two markings that have the same binary code but that
All these places are included in QRS), and for 416 yalid for the synthesis process). This later possibility
all of them [exceptp € °(a;-)], the cover cubeC, jncreases the complexity of the analysis and will be addressed

is directly used as a cover function. The cover cubg gection VII. Thus, we have two possibilities in the synthesis
C, is conservative; that is, it covers all the mark'”gﬁrocess.

corresponding to the marked region afand probably 1) Torefinethe cover functions. The refinement technique

some vert|ce's in the esetor other mgrklngs. leads to a growth of the number of cubes in the cover
The marked region can only be underestimated by the cover  pyt provides more accurate approximations.

functions for placep € *(a;-) because of their recomputation
into (cv(p) = cv(p) — cv(a;+)). If for some reason the cover
functioncuv(a,- ) is overestimated, we can incorrectly eliminate
some binary codes fronav(p). Suppose a markingd €
MR(p) and its binary code\(M) is covered by bothev(p)
and cv(a;) (AM(M) C cv(p) - cv(a;-)). Let us also assume
that marking)/ is not included in ERa;-). This is a case of
ER(a;- ) overestimation, in which the recomputation @f(p)
will lead to an underestimation of MR) because the binary
code A(M) will be incorrectly eliminated from the cover.
Now we will show that this potential situation contradicts the VII. REFINEMENT OF COVER FUNCTIONS

assumption that structural coding conflicts exist. The previous section has shown that the structural ap-
Due to the assumption thaf ¢ ER(a;-), some place; € proximations provided for the signal regions may be either
*(a;-) has to be unmarked it/ [otherwiseM € ER(q;-)]. overestimated or underestimated. The lack of accuracy can
Take one SM from the SM-cover that includes this plage be checked by the existence of structural coding conflicts.
Because of the liveness of the STG (Property 7), anothtierefore, before going into the Sl synthesis process, the
place p that is marked atM (M € MR(p2)) should also accuracy of the approximations has to be increased.
exist in SM. Then, the intersection of the cover cubes for This section presents a refinement mechanism that increases
both placesp; andp, in SM is nonempty(C,, NC,, # @) the accuracy of the cover functions. The refinement process
because\(M) C C,, and\(M) C C,,. C Cp,. Therefore, the is carried out by taking additional information from the SM-
condition on the absence of structural coding conflicts in ttewmponents of the STG. At first, we provide a general view
STG is violated. B on the refinement process that uses SM’s, while the rest of the
Property 13 (Correct ER Approximation)Given an SM- section discusses how to check when the refinement process is
cover in which the STG is free of coding conflicts, for anyeeded, which SM’s should be used for each refinement, and

2) When no successful refinements can be applied, to be
conservative(because still the intersection may be at
the dese) and consider each cube intersection as a real
structural coding conflict. Then, by adding state signals,
the covers can always be reduced to nonintersecting.

The latter approach was presented in [27]. In the following,

we will concentrate only on the refinement techniques in the

synthesis process.
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under which conditions the refinement process guarantees thg;,c_cv (p,,s1,cR) {
desired accuracy of the approximations. cv =

The generation of the structural approximations for ER’s f‘;’{iﬁcnhc\(,".lc?,f;lf'z € SM: (p1p2) € CR) do cv=cv+cv(pa);
and QR’s must combine both the creation of the cover funct
tions for places and transitions and its refinement. This Process 1.
is carried out in four steps.

1) The domain of the approximations and the initial cover ) ) ]
functions for places are computed. guarantees that the refinement procedure is safe; that is,

. ) . .no marking in the marked region of a place can be left
2) The cover fP”C“O”S are refined in case structural COd'%covered after applying a refinement because all reachable
conflicts exist. markings are covered by some(p) in the SM’s used for
3) Cover functions for transitions are constructed by usingfinement. The cover function for transition can be indirectly
covers for places. refined by recomputing the intersection of its predecessor
4) Cover functions for places at the boundaries of the Q®aces,cv(a;+) = [jce(q,.) cv(p). Clearly, a large number
regions are recomputed by subtracting the necessafyrefinements increases the support of the cover functions,

)

Cover function refinement algorithm.

cover functions of transitions. improving the accuracy of the approximations. However, such
an approach has two shortcomings.
A. General View of Refinement Process 1) It increases the number of cubes to be processed that in

If two overestimated cover functions corresponding to the ~ the extreme case it may be comparable to the number

different implied values of the same signal [e.g., one function ~ Of markings.

for QR(a+) while the other for ERz—)] have nonempty 2) The question about the minimal set of SM-components
intersection the synthesis process cannot be carried out. These that is sufficient to avoid all overestimations is still an
functions should be refined. The presence of structural coding open problem. Even though the number of SM’s that
conflicts is the condition by which one can check whether  can be generated for a PN is potentially exponential,
refinement is necessary. If there are no structural coding the sufficiency of the refinement process has not been
conflicts in the STG, then there is no need for the refinement guaranteed.

of cover functions.

Note that the initial approximation for cover cubes o
places or transitions can be rough as they are based on
concurrency relations between nodes and signals. This relatior his subsection presents the details of the refinement tech-
is not sufficient for an accurate characterization of the dynanfiigue based on the utilization of an SM-cover. At first,
behavior of the STG, e.g., from a transitiap. concurrent to the conditions under which an SM can be used to apply
b;- anda;- concurrent tocy-, nothing can be said about thea successful refinement are described. Even though these
joint concurrency ofy;-, b;-, ande- (in fact, transitions;. ~ conditions are not sufficient for the removal of all structural
and ¢~ could be ordered). To exploit the structure of causa&bding conflicts, their application is quite efficient in practice.
relations between STG nodes more exactly, we should refin@ally, we show that the absence of structural conflicts
the initial approximation for place or transition cover cubesguarantees that STG satisfies the CSC requirement.

The idea of refinement is based on the observation that eac) Cover Function Refinemenifhis section shows how a
SM-component presents a partial behavior of STG, while tis&uctural coding conflict detected in one SM-component can
composition of all SM-components from an SM-cover giveBe eliminated by refinement of a cover function by another
a complete behavior. Therefore, if we take a cover cube f6M component.
some place in one SM-component and intersect this cube witH-et us assume that an STG contains an SM-component
the cubes for all places of another SM-component, we will g&M; € SM-cover, such that SMhas two placeg; and
the refined cover function of the place because intersectionmaf Cp, - Cp, # 9. From Definition 11, we infer that there
the cubes in Boolean domain corresponds to the compositidight exist markingsM; and M» such thatM; € MR(py),
operation in STG domain. Actually, it is sufficient to performM2 € MR(p2), and A\(M;) = A(M;), implying a structural
the intersection only between places of SM-components tiegding conflict between places andp.. However, markings
are mutually concurrent because the intersection of marké4 and M> may be unreachable, and the structural coding
regions of nonconcurrent places is empty. conflict might actually occur due to the overestimation of the

Formally, therefinemenbf the cover functioncu(p) by an  marked regions by their cover functions. Nevertheless, being
SM-component SM results in the cover that is obtained aftepnservative, we must assume tiidt and M, are reachable
restricting cv(p) to the sum of the cover cubes of any placgnless it can be disproved.

%heElimination of Cover Overestimations

p; € SM that is concurrent tg; that is The information provided by another SM-component in the
SM-cover may help to eliminate the overestimation. Suppose
cv(p) = > Cp, - cv(p). we could find an SM-component SNhat containg; but does
pi €SM: (p, pi)ECR not containp,. If both A, and M, are reachable markings,

The refinement algorithm for a place, with respect to then Af; belongs to MRp;) in SM;, while for M, there
the SM-component SM is described in Fig. 11. Property éxists a placeps such thatd, € MR(p3). Therefore,C,, -
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cod_refine_cv (STG,SMC,CR){ Theorem 14 (Sufficient Condition for CSAf:an STG has
foreach (place p € $TG) do a CSC violation, then in a given SM-cover SMC, one can find

if (3SM; SM, € SMC : p € SM;, SMy A p has struc. conf. in SM; _ . . )
A p has no structural conflict im SM,) then an SM-component SM containing a pair of plaggsand p;

foreach (p' € ST6) do cv(p'):=refine_cv (p',SM3,CR); such that:
} 1) p; is in the preset of an output transitien- ;
Fig. 12. Cover function marking coding refinement algorithm. 2) pj is not in the preset of any other transition of sigal

3) ER(ai+) - MR(p;) # 0.

Cp, # 0; which means that placg; should have a structural  proof: A CSC violation (M, M>) means that there
coding conflict in every SM-component (see Property 7). (ThSists an output signak such thatM; € ER(a;) and
motivation for this fact is that any reachable marking shou@aﬁ: M, € ER(a;.). Let us assume thai, is the first
be included in some marked region.) transition of signak that can be enabled in a feasible sequence

Conversely, if SM contains placg, but does not contain starting fromMs, i.e., 30: M,[oa;-) and no other transition
any other placeps for which C,, - C,, # 0, then we can of signal ¢ is enabled ino. Since M, ¢ ER(a;.), there
conclude thafl/; is not a reachable marking, and the structurgd 5t |east one place’ € *(a;.) that is not marked in
coding conflict betweep, andp is fake (happens only due 7, Let us take an SM-component SM including place
to an overestimation op,) [27], [30]. Additionally, it can According to the STG livenessy/s and M; should hold a
be guaranteed that the SM-component ;Sé&an be used to gken in placeg, andp;, respectively ;, p; € SM, where
effectively refinethe cover function of placg, and eliminate ,,. s an input place tos;-). Clearly, by the choice of,
the overestimation. Since no plape € SM; has a structural pjace p; cannot be in a preset of any transitian-, and

conflict with ps, no cover cube’,, in SM; coversA(Mi).  Condition 2) of the theorem is satisfied. Taking into account
The refinement for p is computed _cv(p) = thatM; € ER(a;-) C ER(p;) and My € MR(p;), we can
refine_cu(p, SM;, CR), and after the refinement, the.nclude thaél\?(ai*) . m(pj) £, -

cover functioncv does not have structural coding conflicts Theorem 15 (Detection of Fake Coding Conflict&)n STG
in SM;. The procedure depicted in Fig. 12 refines the covehyisfies the CSC property if for any plagein the preset of
functions of places in the STG when fake structural conflicts;, output signal transition;-, there exists an SM-component

are detected. Note that refinements concern not only the plagq in the sSmC including place; such that SM does not
with structural conflicts but all the places in the STG. This isyntain any structural coding c:)nflict for;; ie., Vp; €

done because we found that in practice, places closer to oth(aﬂ[i*)j a € Ap: 3SM € SMC, p; € SM: Vp;, € SM, j #
places with fake structural conflicts have also overestimated ., " s (p;) - MR(px) = 0 .

cover functions. Even though the overestimation could bé Y '
in the deset, our experiments show that this more genere&

application of refinement leads to much better minimizatio‘g(ist an SM-component SMe SMC containing two places

solutions. o
;, p;, and a transitioru;~ such thatp; € *(a;+) and M
The example in Fig. 1(a) contains three structural codi@?pj b p; € °(air) L€

conflicts at SM (Fig. 2) (ai-), My € MR(p;), but Ma & MR(p;).

9 We will prove that if there exists SMe SMC that contain
(0000) - (—0 — 0) = (0000) both nodesp, and «;- without coding conflicts for place
(=0 — 1) - (0001) = (0001) pi, then the assumed CSC violation is contradicted. Since

My & MR(p,), there should exist a plage. € SM, such that

=(1111) - (-111) = (1111). My € MR(py). Hence, a coding conflict should exist between
acesp; and p,. But placep; does not contain any coding
nflict in SM,, which contradicts the assumption about the

Proof: Let us assume the existence of a CSC violation
ue to markings\/; and M». From Theorem 14, there should

(p17 p2):cpl : sz
(p47 pl4):cp4 : c:/)14
(plo’ pll);cpw ) CPn

) =
)=

Placesp, and py do not have structural coding conflicts apl
SM. Therefore, this SM-component can be used to refine t

; : C violation. u
d funct . . ,
corresponding cover functions Both Theorems 14 and 15 provide the conditions to elim-
cv(p2) = cv(ps2) - (Cpy + Cp.) = ((1000) + (—010)) inate structural coding conflicts in specifications that satisfy
cv(p) = cv(ps) - (Cpu +Cpr) = ((1001) + (-011)).  The CSC conditon.

Let us go back to the structural coding conflict between

The technique for the resolving the structural conflict beslaces(pig, p11) at SMy of the STG in Fig. 1(a). This coding
tweenpig andpy; is different and is discussed further. conflict cannot be eliminated by means of refinement because

2) Refinement Technique and CSC Propeefinement placep;g has the same coding conflict at $Mand a coding
does not work if the structural coding conflict for plages conflict (p10, ps) at SMs. However, the conflict between
and p> (in Fig. 1) corresponds to reachable markiniisl placesp;o and ps satisfies Theorem 14. Note that— /1 €
and M2 (M1 € MR(p1) M2 € MR(p2)). However, the (pg)® anda — /2 € (p10)*®; therefore, if it would correspond
correctness of the cover [see (2)] is not violated if a codirtg a real CSC conflict, there would exist some other place not
conflict corresponds to markingg1 and A2 that satisfy the in the preset of any transition of signalholding a conflict
CSC property. The structure of the STG provides a sufficiewnith placepgs. Since that is not the case, this conflict can be
condition to find whether the structural coding conflict satisfieglated to markings that satisfy the CSC condition. Last, it
the CSC property. can be concluded that plage, has no conflicts and SMcan
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be used to determine that the conflict betwegnandp,; is to be covered byS(a) (R(a)). This condition defines the
fake at both SM and SM. on-set (on(f,)) of the function and can be verified as:
Vaq+: cv(ar) C S(a), andVa;-: cu(a;-) C Ria).

Also, no bhinary code of markings inside GER-) U
GQR(a—) (GER(a+) U GQR(a+)) can be used in the

This section completes the synthesis process by applyiggnimization of S(a) (R(a)). This condition defines the
the signal region approximations to the design of an Stff-set (off(f,)) of the function, and can be verified as:
circuit under a particular architecture. For simplicity, we/q,_: [S(a)-cv(a;-) = OAYp € QPSa,-): S(a)-cv(p) = 0],
have selected thatomic complex gate per excitation functiorand V o, : [R(a) - cv(a;+) = O A Vp € QPSa;+): R(a) -
architecture. This work proposes a two-step heuristic synthegig,) = ¢).

algorithm. Initially, nonoptimized set and reset excitation 2) Monotonicity: The monotonicity condition has to be
functions that satisfy the implementability conditions (Corchecked for each cover by using a two-step technique_ To
rectness and monotonicity) are derived. Starting from thesgnplify the reasoning, let us assume th@fa,.) contains
covers, several minimizations are applied to simplify thgxactly one cube.
functions while maintaining the implementability conditions. Assuming the correctness of the cov#{u;+ ), it implies that
However, every time minimization is applied, the algorithnthe cube will be turned on at ER;-) but should be turned off
must determine whether the final result is speed independegggewhere inside QR;-) or before reaching the following
or not. Therefore, both correctness and monotonicity shouR’s. Then, it cannot be turned on again inside the quiescent
be structurally verified before accepting the minimization. region without violating the monotonicity condition; that is, the
coverC(a;+) can only be switched on to implement transition

A. Initial Excitation Functions a;+ (see Definition 1).

The set and reset functions for a sigmamust cover all The mpnotonicity condition can be st_ructurally verified by
binary codes in its rising and falling generalized excitatio€t€rmining the border places in Qs ) in which the cover

regions. Since markings in GER's are obtained by combinir%'be still can be ON, while in their successors it should be

the particular ER’s, set and reset covers can be computed@§ed OFF. . ,
the union of covers for transitions, i.68(a) = Uy, , C(a;+) Let us define C'(a;-) | as the set of transitions in

andR(a) =y, C(a;-). Property 13 guarantees that unde R(air, a;) [yvhe_re aj. € nexta;. )] tha}t W.'” mn .Oﬁ
4= . ) C'(a;-) for the first time. Let us also generalize théerleaving

the absence of structural conflicts, the cover functions are_". :
elation for the pairs(a;-, t) and(¢, a;-), wheret € S(a;-) |.

=Ie N . e . r
correct covers foER(a;. ); therefore C'(a; ) = cv(a;+ ) and To guarantee the monotonicity condition, given any place

g((af;)) do:esczgtli(;\)/.er':s)yi?nvgt%%(-rﬁ(;Oifrenrg i’d:(;:sv;r (I:;f:in QPYa;-) that is interleaved infR(t, a;-) (p is reached
@ o P P after t), the intersection between the cov€¥(«,-) and the

p €°* (a;+) needs refinement. Structural coding conflicts are . o .
checked in the SM-cover. If they exist, refining or insertingo o+ functioncu(p) should be empty. This is characterized

state signals is necessary. The absence of structural cojio ymally in the following property: .

. . roperty 16 (Structural Checking of Monotonicityfhe
conflicts guarantees the CSC property [27] and the existence . o
of COrrect covers cofrect coverC(a;- ) is monotonic if for anys;- € next(a;-)

By applying this scheme to signal in Fig. 1, we obtain anyt € S(a;-) | and any place € ZR(t, a;-), the cover

_ . C(a;+) does not intersect witku(p).
5(d) = ev(d + /1).+ cv(d +./2)' As placep,, cor_respondmg Proof: If a coverC(a;x) is correct (2), therC(7%.) has
to cu(d + /1), is involved in a structural conflict, its COVEr, | o turned off somewhere inside QRS). B examiﬁin the
cubeC,, = (-0 — 0) is refined into a set of binary codes >)- BY g

; . transitions that are iI@R(a;-, a;~) [Wherea;+ € next(a;)],
{1000, 1010, 0010} Placeps, corresponding tev(d+/2), is we can find the set of transitior®(a;-) | turning off C'(a;-)

:reef%gﬁéﬁcfga;?ggﬂ;gt(s(j)a_nd{ﬁgg vle ()rl(i)UbOe()?(())}e—is- ?f ; 1n Oe}ed 0¥ the first time. Note that none of the literals corresponding
L ‘ NN ’ ! ot ’"  to transitions before reachinG(a;-) | can be present in the
Similarly, we can obtaink(d) = C,, = {0001}. cube C(a;-)

] ) » To be monotonic, onc€(a;- ) is turned off by a transition in
B. Checking the Synthesis Conditions C(a;+) |, the cube cannot be turned on again inside QRS.
From the initial set of covers, multiple minimization tech- The marked region of all sequences of places that are in
niques will be tried in order to simplify the final implemen-ZR(a;-, t) is covered byC(a;-). Conversely, all places that
tation. Some of these transformations can be directly appliate inZR (¢, a;-) can be reached only after the firing@that
without further correctness or monotonicity checking becauis after the cub&’(a;- ) is turned off. Therefore, monotonicity
they are known to preserve these properties. However, dayensured if cube’(a;-) is never turned on again in the
minimization technique that implies increasing the number afiarkings that are covered by the marked regions of places

VIII. SYNTHESIS METHODOLOGY

markings covered by the set/reset covers requires checking the ZR (¢, a;- ). [ |
S| synthesis conditions to guarantee the speed independendgs an example, let us assume that we have computed the
of the result. cover C(d—) = {000—} for the STG in Fig. 1. The set

1) Correctness:The correctness condition [see (2)] re€(d—) | will contain transitions{a+/1, b+/2}; therefore,
quires all binary codes of markings in GER+) (GER(a—)) C(d—) is monotonic because it can intersect with the covers
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for placep; but cannot intersect with the covers of any place IX. EXPERIMENTAL RESULTS
interleaved betweem+ /1 — d+/1 (p2) andb+/2 — d+/2  Thjs section presents a number of experiments that evaluate
(p7, P8, P9)- the quality of the proposed synthesis methodology. Four

When C(a;-) has several cubes, the monotonic sequencgfeyant issues have been analyzed: 1) the influence of mini-
defined by the seC(a;-) | are conservatively computed.i;ation on the final area of circuits, 2) area results compared
A transition belongs to the se@(a;.) | if it is the first 1, previous synthesis methodologies, 3) CPU speedup due to
one such that the cover cubes of the places in its POSI§&L siryctural algorithm compared to state-based algorithms,
are not completely covered b§(a;-), i.e., 3p € (#)*: p €  anq 4) the relation among markings in the STG'’s, the number

QPSa;+) A cu(p) Z Clair)- of cubes required for the structural approximations, and the
quality of area minimizations. Note that all synthesis results

C. Synthesis Algorithm have been formally verified to be speed independent [32].
From the initial set of covers, several minimizations arghe CPU times have been obtained on a Sun SPARC20

heuristically applied. (A detailed description of each minimizé’-‘lorkSIat'on'

tion is described in the Appendix.) For simplicity, we assum{éIn all tables, columns labele@, 7', and RG indicate

o L . e number of places, transitions, and reachable markings.
that the STG satisfies the CSC condition; otherwise, st 2 lumns labeledC and SM denote the number of cubes

encoding techniques are applied [30]. Additionally, safenes : : ;
liveness, and consistency on the STG should be checl&%d SM.S r_equm_ed by structural aIgonth_ms. These values
e an intuitive idea about the complexity of each bench-
r

beforehand [12], [31]. The selected minimization process W K
the following. mark.

1) Each set/reset cover is expanded toward the quiesc&nt

regions and dsetby eliminating literals. ) ) _
2) After expansion toward the quiescent region, covers reThls section compares the average area improvement ob-
' at ned in two benchmark sets (see Fig. 13). In both cases, the

checked to be complete; that is, if the set (reset) covi o L= . .
includes all binary codes ié@R(a—i—) ((3,6R(a—)) then process starts from an initial semioptimized implementation,

) : . n which only expansions toward the quiescent region and dc
the atomic complex gate per signal architecture can be ! .
T Séthave been applied, and progressively evolves toward more
used, hence avoiding the use of a C-latch.

efficient implementations.
3) Signals that cannot be directly implemented by the setpoints in the column labeletaw are the initial semiopti-
or reset cover, i.e., requiring the memory element, Cafized implementation. Progressively, in colume, transi-
be further expanded toward the quiescent region of ifgns are allowed to be merged; i, completesignal net-
predecessor transitions (see the Appendix). works are detected. Memory element collapsing is applied at
4) The C-latch can be collapsed with the set and res#it Last, region covers are expanded toward the backward qui-
covers, leading to a potential simplification of the circuitescent regions ibba (see the Appendix). From a technology-
5) The overall synthesis process is completed by creatiif%?epe”dent implementation, a Boolean-matching mapping

the circuit and mapping its different elements onto &dorithm is applied [33]. The column labeledap presents
gate library. the results obtained after the application of a technology-

To demonstrate the evolution of the covers through tﬁgapping step that, for_exam_ple, merges simple gates into
minimization process, the synthesis algorithm will be applie%OmIOIeX ones when available in the library (currently complex

to the output signaf in Fig. 1. The previously computed initial gates up to four inputs such as AOI22).

covers are’(d+ /1) = {10—-0, —010}, C(d+/2) = {1110}, o

C(d—) = {0001}, and in the first step of the minimizationB- Area of the Circuits

process are expanded toward the quiescent region agdtdc Table V compares the area results of several synthesis tools
Literal d can be eliminated from the support 6%d + /1) including our methodology. The goal of this experiment is to

including markings{ss, ss, ss} in the cover, which results in show that even though structural techniques only approximate

Heuristics for Area Minimization

C(d+ /1) = {10 — —, —01—}. Literal b can be eliminated the reachable markings in the STG's, this methodology does
from both (10 — —) and (11 — —), generating the cover not negatively influence the quality of the circuits.
C(d+ /1) ={1 - ——, —01—}. When simplifying the cover  Columns labeled SYN and FCG report the area obtained

C(d+/2) = {1110}, literal ¢ can be eliminated, expanding theby the synthesis methodologies developed at Stanford [24]
cover toward the dset,which results inC(d+/2) = {11-0}. and Aizu [19]. Columns labeled S3C contain area results
Last, literal d can be eliminated from(11 — 0), obtaining for our methodology without using the backward minimiza-
C(d+/2) = {11——}. Both covers are used to implement théion and mapping (left column) and fully minimized (right
set functionS(d) = {1———, —01-}. With respectta’(d—), column).
literal d can be eliminated by expanding the cover toward the The results show that the new logic-minimization techniques
quiescent region and obtainig(d—) = C(d—) = {000—}.  provide significant improvements—23% area reduction with
For this particular signal, complete cover minimization narespect to [24]—in short CPU times—Iess than 8 s for the
backward expansion nor memory collapsing can be appliadgorst case (pe-send-ifc). We also took into account that
The final implementation is depicted in Fig. 4(b). some of the new minimization techniques were not fully
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Fig. 13. Average minimization results for the benchmark sets.

TABLE V
AREA REsuLTs ComPARISON WITH TOTALS BY SYN (1) AnD BY FORCAGE (2) ¢ NONFREECHOICE—NONAVAILABLE RESULT)

STG [RG [[ C ] SYN[FCG | _383C | 5TG [RG [ _C ] SYN [ FCG ] 53C
chul33 24 50 232 216 | 226 | 208 |[ wrdatab 216 ][ 110 784 744 680 488
chuls0 26 58 248 232 | 152 | 128 | xyz 8 20 200 192 168 136
chul72 12 25 168 112 | 104 | 104 || alloc-outbound 21 43 400 - 348 308
converta 18 36 376 320 | 400 258 mp-forward-pkt 22 62 320 - 320 256
ebergen 18 36 352 280 | 176 | 120 || nak-pa 58 62 336 - 320 320
full 16 28 112 112 80 80 pe-rcv-ifc(*) 65 147 1304 - 1296 1146
hazard 12 26 248 240 80 80 pe-send-ifc(*) 117 228 1632 1632 1258 1122
hybridf 80 62 152 152 | 130 130 ram-read-sbuf 39 82 432 - 400 360
nowick 20 47 456 456 | 322 274 rcv-setup 14 31 144 - 152 120
qrd2 18 36 352 280 | 176 | 120 || sbuf-ram-write 64 77 320 - 328 304
rpdft 22 44 224 - 200 160 sbuf-read-ctl 19 41 296 - 298 258
trimos-send 336 129 648 - 672 552 sbuf-send-ctl 27 59 280 - 322 226
vbelOb 256 98 792 784 608 608 sbuf-send-pkt2 28 59 504 - 426 364
vbebb 24 58 192 192 | 240 208 sendr-done 9 19 80 - 82 82
vbebe 24 38 200 200 | 152 | 152

Total(1) 11784 - | 10016 | 9076
Total(2) 6496 | 6144 5032 | 4216

used by SYN and FORCAGE (e.g., backward expansions and TABLE VI

mapping). Thus, for the sake of comparison fairness, we dis- CPU TIME FOR SYNTHESIS. COMPARISON WITH SIS AND ASSASSIN
abled such optimizations, still obtaining a 15% improvement: SIa]
SIS] ASS.[S3C

Therefore, we can conclude from the experimental results thafr'c I PI T’ RG H C|SM area 3
structural methods, even being conservative, do not influencgullg?} é; ;‘2* zg‘é gg ‘é ggg 0»}1 01»‘21 0»?
. . . €
negatively on the quality of the final result. trimos-send | 30| 18 336|| 129| 7| s52 6 19 1
tsbmsi 40| 28 1024 143( 10| 744 43 256 1
. tsbmSIBRK | 68| 50 4730 298| 15)1136|| 1876( 12219 8
C. CPU Time: Structural Versus State Based mread-1 40| 28| 2254l 117| 8| 610|| 250f 1252] 2
. . mread-2 44| 36 188562786 8(1052([> 9 h|>24h| 34
To illustrate the effectiveness of structural over state-graphmread-3 43| 36| 21848|12802| 10{1102||> 9 h|> 24 h| 35
based methods, we have run some experiments for STG%“Z zé zg 17111’82 332 3 :gg 80y 27t ;
. .y . . . pal‘ . - -
with a large reachability graph, comparing CPU times with . ;4 130110012.8 1012 || 1100| 18|1768 ] | 4

SIS [6] and ASSASSIN [8] (see Table VI). The superiority of
structural methods is evident.

Table VII reports the CPU times for two large scalabl
benchmarks. Thdining philosopherdbenchmark is one of the We have analyzed the efficiency of approximating the
examples that illustrates that nonfree-choice STG’s can alsimary codes of a reachability graph by sets of cubes. This is
be synthesized if a cover of state machines can be found &mhieved by comparing the number of required cubes versus
the net. Another scalable example is theller pipeline Its the number of nodes in the STG and the number of reachable
STG contains no choice places, and the circuit realizationnsarkings versus the number cubes. The cube comparison
a chain of C-latches. is done separately for two classes of STG's, those with

p. Efficiency of the Cube Approximations
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TABLE VII A. Basic Concepts
CPU TiME FOR SYNTHESIS: SCALABLE ExAmMPLES (xNON-FC STG's)

To efficiently implement this architecture, output signal tran-

sT6 [ P T1 RO CJSM]CPU sitions are partitioned into sets wénsition clusterg34], [35].
S:ﬁfé(l) ot ol B N e dl G Each cluster implies a complex gate for its implementation.
phit2o(*) | 260 | 200 | 55101 | 820 | 60 | 1455 These complex gates are combinedd®/to form the set and
muller1d 40 [ 20 42011100 )16 1 reset functions, respectively.
muller50 200 100 1.710 500 96 85 T e K . "
muller100 | 400 | 200 | 121027 | 1000 | 196 | 1437 Definition 17 (Trans!t!on (fluster).We defllne the transition
clusters as a total partitiofil’, , ---, I, 1>, ---, T } of
the rising and falling transitions of one output signalwhich
T A TIGBLE Vi \ o must satisfy the following conditions.
RADEOFFS AMONG MARKINGS, NODES AND CUBES L i .
1) Every rising or falling cluster contains at least one
RG _ | cubes/node | markings/cul;);e | markings/no;:l;e transition.
> 10 2.6 410 1.510 .. . . .
< 108 24 17 0.7 2) Every rising (falling) transition must be in one and only

one transition cluster strictly composed of other rising
(falling) transitions of the same signal.

less than 19 markings and those surpassing this limit (see A transition cluster, whether or not it contains rising or
Table VIII). falling transitions, will be simply denoted 1. . Superscripts

For small benchmarks, we have reachetlibes/nodeatio are used to differentiate clusters of the same signal. All signal
closer to 2.4, while thenarkings/cubeatio is closer to 1.7. region definitions (ER’s, QR’s, QRetc.) and implementabil-
Therefore, we can conclude that for small STG’s, there are ftip conditions can be easily extended to the usage on transition
significant differences between using the reachability gragtusters.
or the proposed structural techniques. On the other hand, foFig. 4(b) and (c) shows two different implementations for
larger benchmarks, theubes/nodeatio is closer to 2.6, while output signald in Fig. 1. The first implementation [Fig. 4(b)]
the markings/cuberatio is closer to 4x 10'!. Thus, each corresponds to the transition cluster partitionifig+ =
node requires 2.6 cubes, and each cube approximates ugdot /1}, 72+ = {d + /2}, andT;— = {d—}, which are
4 x 10"t markings—therefore justifying the efficiency of theimplemented by cover€(7:+) = a + be, C(12+) = a,
cover-approximations methodology. andC(1;—) = a+ b+ c. This circuit is not SI because if the

AND-OR gate forZ’}+ is slow enough, the pulse on inputan
propagate to the outpu;. In Fig. 4(c), transitiong/+ /1 and
X. CONCLUSIONS d+/2 are merged into one clusté+ = {d+/1, d+/2}. This

Structural techniques for the analysis and synthesis akes the overall circuit simpler and Sl (the races between
STG’s are essential when the size of the state space becompstsa andb take place only within on@aND—OR gate).
unmanageable. The proposed structural techniques intend to
fill the gap between the STG’s that can be analyzed by current )
state-based techniques and the existing STG'’s specificatifhsComplete Region Covers
of complex systems. Generating complete covers for all the rising or falling

This work has presented new methods to synthesize ST®&@ansitions of an output signal is one of the efficient min-
whose underlying PN is free choice. The proposed algorithrimsization techniques that can be applied. In that case, the
have polynomial complexity in the size of the net and can ladrcuit can be exclusively created by using the corresponding
easily extended to the class of PN’s that can be covered dst or reset function [5]. Every cover is checked tabmplete
SM-components, although the existence of a SM-cover cangt analyzing that all markings in QR..) are covered by
be guaranteed for any nonfree-choice Petri net. C(T:.).

The experimental results show that the proposed methodsf all rising covers are complete, the set function implements
obtain area-efficient implementations in short CPU times. Moste circuit. Similarly, if all falling covers are complete, the
of the existing tools were unable to synthesize the largasiset function can be alternatively used. In case both rising and
circuits, whereas the presented method is able to do it in féalling functions are complete, the smallest or faster function
seconds. Future work will be devoted to fully characterizehould be selected.
the class of Petri nets that can be handled by the presented
techniques.

C. Region Expansions

Circuits can be minimized bgxpandingthe region covers

toward the quiescent region and thesi#t All transformations
MINIMIZATION  TECHNIQUES are characterized by either the elimination of a signal from

This Appendix will provide an overview of the minimiza-the support of the function or the elimination of literals from
tion techniques that are structurally applied to simplify ththe cubes. The main objective of expanding is to simplify
covers used in aatomic complex gate per excitation regiorthe covers but also to obtazompleteregion covers with the
architecture. subsequent minimization (allows a combinational implementa-

APPENDIX
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tion for the signal). Therefore, this minimization has a highend ;- € nexta,-), i.e., BPSa;-) = {p|3Ja;, a;» €
priority than other transformations. next{a;-): p € IR(a,-, a;»)}. The same concept can be
Transition clusters amnergedogether when the complexity extended to transition clusters and to restricted regions, i.e.,
of the resulting region cover decreases. Transition clugtgrs BPST:.) = Ua,j*eTz BPYa;-).
and7”. are merged, creating a new cI}us@‘; =T UT.. Last, it is also essential to determine which are the markings
with coversC(TF.) = C(Ti.x) + C(T2.), and eliminating that the predecessor transition clusters are covering to deter-
the seminal ones. Merging requires checking whenever timne the subset of the BR region that is allowed to be covered.
resulting cover can be positively matched in the gate libraror each place in BPSa;-), we will define bycv®(p) the
Merging also allows one to derive an increased number sfibset of markings in M®) covered by some predecessor

complete covers. transition (a;« € prev(a;-)): Va;« € prev(a;): Vp €
QPSa;-) N BPYa;-): cv®(p) = cv(p) - C(a;+)]. Once we
D. Collapsing of Memory Elements have computed these subsets, the correct covering of markings

in the backward quiescent region is straightforwavch <

The structure of the architecture and the behavior of the PSas): cu(p) - Clag) C cvd(p).

latch can be used to further simplify the circuit [24]. Consider
the signal network for an output signalimplemented by a
C-latch with equatiors = S(a)R(a) + a(S(a) + R(a)), and F. Technology Mapping
set and reset networks with one region cover eé¢h) =
v, R(a) = T1T,. Both cubes can be collapsed into th
C-latch: @ = viv2 - T102 + a(viv2 + U102), obtaininga =
vive + a(vy + v2). Hence, both set and reset region networ
can be substituted b§(a) = v1, R(a) = v2, being.S(a)

Circuits generated after the overall minimization process
Gre mapped onto the technology provided by the designer.
Blocks in the signal network can be combined in single cells
Iﬁ}ahen available in the library of existing gates. This cell-
and binding process provides an extra degree of minimization

I . y substituting several logic blocks in the signal network
Similarly, _'f th_e Sﬁt. andb resr:at netk\]/vorksS(a) — by a more efficiently implemented cell in the library. A
vivy, fi{a) = 1wy, their cubes have the same SUPPORL 010y mapper tailored for Si-circuits has been developed

and are at distance one. Again, both cubes can be collap
into the C-latch, obtaining = v, v2 +%;a. Then, both set and
reset region networks can be substituted by the expressi
D(a) = vy, G(a) = vy, being D(a) and G(«) the data and
control inputs of a gated latch that replaces the initial C-latc

wing the Boolean matching techniques proposed in [33].
However, note that it is not possible to apply a generalized
%%omposition process of the blocks in the signal network due
0 the restrictive correctness conditions imposed by speed-

dependent circuits [37].
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