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Abstract—Retiming, c-slow retiming and recycling are different transformations for the performance optimization of sequential circuits. For retiming and c-slow retiming, different models that provide exact solutions have already been proposed. An exact model for recycling was yet unknown. This paper presents a general formulation that covers the combination of the three schemes for performance optimization. It provides an exact model based on integer linear programming that resorts to the structural theory of marked graphs. A set of experiments has been designed to show the benefits in performance obtained by combining retiming and recycling. The results also show the applicability of the method in large circuits.

I. INTRODUCTION

A. Retiming

Retiming [1] has been the traditional technique for sequential optimization. Retiming can explore different configurations of sequential circuits by moving flip-flops across combinational logic without changing their functionality. In this way, solutions trading-off area, delay and power can be explored using this flexibility. Different approaches have been used to efficiently solve retiming [2]. The analogy between the skew optimization and the retiming problems has also been exploited to propose efficient algorithms for large circuits [3].

As interconnect delays become more dominant, some global wires may have long delays that degrade the overall system performance. Under these conditions, retiming can be combined with wire pipelining [4]. However, since the number of flip-flops between inputs and outputs must remain unchanged, retiming is not always capable of meeting the intended clock period.

B. C-slow retiming

C-slow retiming [1] was proposed as a technique to accommodate the frequency of a circuit to its environment at the expense of reducing the input issue rate, i.e., number of cycles between consecutive input data. By c-slowing a circuit, the throughput (number of input data processed per cycle) is reduced to \(1/c\). The main advantage of c-slow retiming is the low control overhead associated to the enabling of the flip-flops. However, extra registers must be inserted to equalize the input rate of all the cycles in the circuit. This often results in a tangible area overhead. A method to find the optimal value for \(c\) and minimize the extra flip-flops added to the circuit was presented in [5].

C. Recycling

Latency insensitivity (LI) [6] was proposed as a paradigm to design systems that are tolerant to the variability of communication and computation delays. A common strategy to design LI systems is to include a wrapper around each component that encapsulates its functionality. The wrapper contains buffers that synchronize the inputs and propagate the outputs in such a way that the functionality of the system is preserved regardless the computation and communication delays of its components.

LI design enables the automatic insertion of empty buffers to improve the performance of the system. The transformation for inserting empty buffers (also known as relay stations in LI terminology) is called recycling [7]. Intuitively, in LI systems every data item has an associated valid bit. When the valid bit associated to a register is not asserted, the data stored in the register is assumed to be non-informative.

LI design can be viewed as a discretized asynchronous design. The concept of inserting empty buffers for optimizing system performance were long known in the asynchronous design under different names of bubble insertion and slack matching [8], [9]. In [10], [11], exact algorithms for slack matching on choice-free asynchronous systems were presented. This problem is similar to solving the recycling problem in isolation. These papers however did not deal with the combined retiming and recycling problem.

Recycling requires more complex control but provides an additional degree of flexibility for adapting clock period and throughput to the requirements of the environment. Unlike c-slow, recycling does not require all cycles to be equalized to the same input rate. However, the control must explicitly take care of the back-pressure when not all inputs are available at one of the computational blocks of the circuit. For this reason, a FIFO-based communication using a handshake protocol is required to handle this flexibility.

However, some recent techniques for LI design have been able to propose schemes that require very low extra overhead. In particular, by using a static scheduling, the logic for the handshake protocol and the area occupied by the sequential elements can be drastically reduced [12]. The scheme presented in [13] also proposed a latch-based implementation for the storage elements that make the datapath overhead negligible with regard to a conventional implementation with flip-flops.

D. Retiming and recycling

Retiming and recycling (R&R) can join their efforts to find configurations with better performance than the ones that would be obtained by using only each one of them individually [14].

Figure 1 shows an example on how retiming and recycling can collaborate. The nodes (circles) of the figure are labeled with their delays. The boxes (holding a dot) represent the registers. Figure 1(a) depicts an optimal retiming of the circuit, with a cycle time of 16 time units.

Figure 1(b) shows a configuration obtained by 2-slowing the circuit. The empty boxes represent registers with non-valid data. Henceforth, we will distinguish between dots and bubbles to denote registers with valid and non-valid data, respectively.

The 2-slow solution can achieve a cycle of 10 time units. However, the throughput is degraded to 1/2, i.e., one data item is processed every two cycles. This gives an effective cycle time of 20. It means that a dot is processed every 20 time units, compared to the 16 time
units of the original design. In this case, the 2-slow solution can increase the frequency of the circuit at the expense of reducing the overall performance of the system. Note that every cycle in the circuit has doubled the number of registers in the original design.

Figure 1(c) shows an optimal configuration after combining retiming and recycling with a cycle time of 12 units. In this case, the throughput is determined by the bottom cycle in which a bubble has been inserted (4 dots in 5 registers). We can also say that the processing rate, i.e., the average number of cycles to process a dot, is now \( \frac{5}{4} \). This gives an effective cycle time of 15 time units \( (15 = 12 \cdot \frac{5}{4}) \). It means that a dot is processed every 15 time units on average, compared to the 16 time units of the original design.

This examples illustrates the extra flexibility provided by R&R with regard to other performance optimization techniques.

E. Contributions

This paper presents an exact formulation of the R&R problem that can be specified with mixed ILP models. Even having a worst-case exponential complexity, the model can be practically solved for large systems.

The presented formulation can be seen as a general model for a variety of problems. Retiming is the particular case in which no bubbles are created. Recycling (without retiming) is reduced to finding a solution in which the original registers of the circuit are not moved, i.e., only bubbles are inserted to break long combinational cycles. Finally, the model also accepts an interpretation for the \( c \)-slow retiming problem.

The model presented in the paper resorts to the structural theory of marked graphs, which provides the support of linear algebraic techniques for the analysis of these systems. The analogy of the retiming problem with the reachability problem in marked graphs also brings a new result in the area, that is explained in the interpretation of theorem 2.2.

As expected, the combined formulation of the R&R problem provides a new space of solutions that cannot be explored when solving each of the above problems individually.

This paper is not dealing with the calculation of the initial state of the circuit. Techniques similar to those used for retiming [15] should be studied and adapted for this new type of problems.

The model presented in this paper assumes that back-pressure will never be constraining the performance of the system. This assumption can always be met by properly sizing the capacity of the registers inserted between the combinational blocks [16].

II. MARKED GRAPHS AND RETIMING

Retiming has a strong analogy with the reachability problem in marked graphs (MG). In this section we will reformulate the retiming and R&R problems as reachability problems in MGs. This reformulation is not capricious. Some of the results in the theory of MGs can be reused in our context, thus providing an essential support to make new contributions in this area.

A. Marked graphs

Marked graphs are a special class of Petri nets [17] in which places have exactly one input and one output transition. The notation used in this paper is next presented.

Definition 2.1 (Marked graph (MG)): A marked graph is a triple \( (N, E, M_0) \), where \( N \) is a set of nodes, \( E \) is a set of edges and \( M_0 : E \rightarrow \mathbb{N} \) is a marking that assigns an initial number of tokens to each arc. Given a node \( n \), the notation \( n^* \) and \( n^* \) is used to denote the set of incoming and outgoing edges of \( n \), respectively. Given a subset \( \phi \subseteq E \), the total number of tokens of the edges in \( \phi \) at a given marking \( M \) is denoted by \( M(\phi) \). A node \( n \) is enabled at a marking \( M \) if \( M(e) > 0 \) for every \( e \in n^* \). An enabled node \( n \) can fire producing a new marking \( M' \) such that

\[
M'(e) = \begin{cases} 
M(e) - 1 & \text{if } e \in n^* \setminus n^* \\
M(e) + 1 & \text{if } e \in n^* \setminus n^* \\
M(e) & \text{otherwise}
\end{cases}
\]

An example of MG is depicted in Fig. 2.

Retiming interpretation. The retiming graph of a circuit is isomorphic to a marked graph. Each combinational block corresponds to a node. Each connection corresponds to an edge. The registers in the retiming graph are represented by tokens in the MG. The firing rules of a MG coincide with the backward retiming rules: each time a node is retimed, registers are removed from the input edges and added to the output edges.

Without loss of generality, we will focus on strongly connected marked graphs (SCMG). In terms of retiming, a circuit can always be converted into strongly connected by adding a node \( X \) that represents the environment, and edges \( X \rightarrow i \) and \( o \rightarrow X \) for all inputs \( i \) and outputs \( o \), respectively.

Definition 2.2 (Reachability and liveness): A marking \( M \) is called reachable if there is a firing sequence of transitions that leads from the initial marking \( M_0 \) to \( M \). An MG is said to be live if every node can eventually fire from any reachable marking.
We next review two important properties of MGs and give their interpretation for the retiming problem.

**Theorem 2.1 (Liveness [18]):** An MG is live if every cycle $\phi$ is marked positively at $M_0$, i.e., $M(\phi) > 0$.

**Retiming interpretation.** Every cycle should have at least one register to avoid combinational cycles in the circuit netlist. ■

Next, a crucial result from MG theory that will be the basis of the ILP models presented in this paper.

**Theorem 2.2 (Reachability [19]):** A live marking $M$ of an SCMG is reachable iff $M(\phi) = M_0(\phi)$ for every cycle $\phi$.

**Retiming interpretation.** This property has two directions. The $\Rightarrow$ direction corresponds to a well-known result in retiming: a valid retiming preserves the number of registers at each cycle. The important direction is $\Leftarrow$ that provides a new result for the theory of retiming:

*If an assignment of registers has the same number of registers at each cycle as the initial circuit, then the assignment is a valid retiming.*

This result will be the basis of the ILP models proposed to solve the R&R problem. Implicitly, this duality also supports the fact that any solution obtained by retiming can also be obtained by a sequence of backward retiming steps. Thus, we can reduce the retiming problem to a reachability problem in MGs.

**B. The marking equation**

The incidence matrix $A$ of an MG is an $|E| \times |N|$ matrix defined as follows. For every edge $e = (n_i, n_j)$: $A[e, n_i] = 1$, $A[e, n_j] = -1$ and $A[e, n_k] = 0$ for $k \neq i$ and $k \neq j$. A marking $M$ is a $|E|$-vector that represents the number of tokens at every edge. A firing vector $\sigma$ is an $|N|$-vector that represents the number of times each node is fired in a firing sequence. Another important theorem follows.

**Theorem 2.3 ([19]):** A nonnegative marking $M$ is reachable iff the following marking equation holds:

$$M = M_0 + A\sigma$$

**Retiming interpretation.** $M_0$ is the initial assignment of registers to edges, $M$ is the assignment after retiming, $A$ is the retiming matrix and $\sigma$ is the retiming vector.

An example on how to solve the marking equation is shown in Fig. 2. The marking equation is the basis for the well-known LP formulation of the retiming problem. The fact that $A$ is totally unimodular guarantees a polynomial-time complexity even under the constraint that $M$ must be integer.

**C. Retiming and Recycling Graph**

We now present the graph representation of an ILI.

**Definition 2.3 (Retiming and Recycling Graph):** A Retiming and Recycling Graph (RRG) is a four-tuple $(N, E, R_0, \delta)$, where $(N, E, R_0)$ represents the underlying MG of the circuit and $\delta : N \rightarrow \mathbb{R}^+$ is a function that assigns a positive real number (delay) to every node.

$R_0$ represents an initial assignment of registers with informative data (dots) to the edges of the graph. Throughout the paper and without loss of generality, we will implicitly assume that all RRGs are strongly connected.

An important question is: what is a valid R&R configuration of a circuit? The answer is easy: let us take any valid retiming of the circuit and let us add any arbitrary number of registers (bubbles) to every edge. The new circuit is a valid R&R configuration. Therefore, any integer solution for $R$ and $\tilde{R}$ that fulfills the following expression:

$$R \geq \tilde{R} = R_0 + A\sigma \geq 0$$

is a valid R&R solution. $\tilde{R}$ represents the retiming subset of the solution (the registers containing only dots; see theorem 2.3). $R$ represents the R&R configuration (registers containing dots and bubbles). The difference between both vectors, $R - \tilde{R}$, represents the vector of registers containing the bubbles introduced by recycling.

**III. Timing and Performance**

We now define some concepts related to timing and performance in RRGs.

**Definition 3.1 (Combinational paths and cycle time):** Given a register vector $R$ of an RRG, a combinational path $P$ is a sequence of edges $n_0 \xrightarrow{e_1} n_1 \xrightarrow{e_2} \ldots \xrightarrow{e_k} n_k$ such that $R(e) = 0$ for all edges in the path. The delay of the combinational path is

$$\delta(P) = \sum_{e_i \in P} \delta(n_i).$$

The cycle time associated to $R$, $\tau(R)$, is the maximum delay of all combinational paths.

**Definition 3.2 (Cycle ratio and throughput):** Given an RRG, a cycle $C$ and a register vector $R$, its cycle ratio $\Theta_C(R)$ is defined as

$$\Theta_C(R) = \frac{\sum_{e \in C} R_0(e)}{\sum_{e \in C} R(e)}$$

The throughput $\Theta(R)$ achieved by a register assignment $R$ is the minimum cycle ratio over all cycles in the RRG [20], i.e.,

$$\Theta(R) = \min_{\forall C} \Theta_C(R).$$

The throughput is the number of dots that can be processed by a node at each cycle. If a register assignment has no bubbles, then $\Theta(R) = 1$, as in Fig. 1(a). In Fig. 1(c) we have $\tau = 12$. The cycle ratios for the top and bottom cycles are $1$ and $4/5$, respectively.

In general, retiming always produces solutions with $\Theta(R) = 1$, whereas recycling produces solutions with $\Theta(R) < 1$. In case of $c$-slow retiming, the solutions have $\Theta(R) = 1/c$. We now relate throughput and cycle time.

**Definition 3.3 (Effective cycle time):** Given a register assignment $R$, the effective cycle time is defined as

$$C(R) = \tau(R)/\Theta(R).$$

The effective cycle time would be the cycle time of a conventional circuit that could process data at the same rate as the ILI circuit. In the example of Fig. 1(c), $C = 12 \cdot 5/4 = 15$. The inverse of $C$ is what is known as processing rate. The main goal of this paper is to propose methods that minimize $C$, i.e., maximize the processing rate.

**Lemma 3.1 (Effective cycle time lower bound):** Given an RRG and a register assignment $R$, then

$$C(R) \geq \max_{e \in C} \frac{\sum_{e_i \in C} \delta(u)}{\sum_{e_i \in C} R_0(e_i)},$$

where $u$ is a node in the cycle $C$. The proof of this lemma is straightforward and is omitted due to space constraints.
where $C$ is the set of all cycles of the RRG.

**Proof:** A known result from [21] indicates that for any cycle $e$

$$\tau(R) \geq \frac{\sum_{v \in C} \delta(v)}{\sum_{e \in C} R(e)}$$

We also know that

$$\Theta(R) \leq \Theta_0(R) = \sum_{e \in C} R_0(e)$$

By using the previous inequalities,

$$\Sigma(R) = \frac{\tau(R)}{\Theta(R)} \geq \sum_{e \in C} \frac{\delta(v)}{R_0(e)}$$

Therefore, inequality (4) holds.

The lower bound for the effective cycle time coincides with the lower bound for mini-delay retiming [21]. However, R&R offers more opportunities than retiming to approach this bound. For example, the lower bound on $\Sigma$ in Fig. 1(a) is 12.25 time units. With min-period retiming, a cycle time of 16 can be achieved, while R&R can find a configuration with $\Sigma = 15$. The impact of this bound on the potential benefits of R&R will be discussed in Section V-A.

### A. Combinational path constraints

In order for an L1 circuit to meet a cycle time $\tau$, all combinational paths must be shorter than $\tau$. In the retiming problem, these constraints are formulated by using the matrices $W$ (minimum latency) and $D$ (maximum delay) [1]. Unfortunately, this formulation is not valid for the R&R problem, since the number of registers between any pair of nodes can be changed by inserting any arbitrary number of bubbles. We next propose a set of linear inequalities to formulate the combinational path constraints.

For every edge $e = (u, v)$ of the RRG, we define two variables, $t^{in}(e)$ and $t^{out}(e)$. The variable $t^{in}(e)$ represents the longest delay from any register to the entry of edge $e$, including the delay of the source node $u$. The variable $t^{out}(e)$ represents the longest delay from any register to the exit of edge $e$. If $e$ has no registers, then $t^{in}(e) = t^{out}(e)$, otherwise $t^{in}(e) = 0$, since the exit of edge $e$ represents the beginning of a combinational path. This definition of $t^{in}$ and $t^{out}$, for every edge $e = (u, v)$, can be represented by the following constraints:

$$t^{in}(e) \geq t^{out}(e') + \delta(u) \quad \forall e' = (u, u) \quad (5)$$

$$t^{out}(e) \geq t^{in}(e) - \tau^* R(e) \quad (6)$$

$$t^{out}(e) \geq 0, \quad t^{in}(e) \leq \tau \quad (7)$$

The constraint (5) indicates that the length of the path arriving at edge $e$ is longer than the path exiting from a predecessor edge ($e'$) plus the delay of the source node of $e$. The constraint (6) transfers the length of the path to the exit of the edge. In case the edge has some register ($R(e) > 0$), a new combinational path starts at edge $e$ and $t^{in}(e) = 0$. $\tau^*$ is a constant large enough to guarantee its value to be larger than any possible value of $\tau$. It is sufficient for $\tau^*$ to take the value of the cycle time in the original circuit. With $\tau^*$ being constant, all the inequalities are linear.

For the previous system of constraints, only the $t^{in}$ variables are essential. The $t^{out}$ variables can be eliminated by substitution.

### Register delays

The previous constraints can be modified to account for the register delays in the combinational paths. If we call $d_R$ the delay of a register, we can add $d_R$ to the delay of each combinational path by assigning this delay to the beginning of the path. This is achieved by simply adding the constraint $t^{in}(e) \geq d_R$, for all edges of the graph.

Henceforth, the constraints (5-7) for a given register assignment $R$ and cycle time $\tau$ will be represented by the predicate $Path\_Constraints(R, \tau)$.

**Lemma 3.2:** Given an RRG with a register assignment $R$, $\tau(R) \leq \tau$ iff $Path\_Constraints(R, \tau)$ is feasible.

**Proof:** Assume that $\tau(R) = \tau$. For each edge $e = (u, v) \in E$, we define $t^{in}(e)$ and $t^{out}(e)$ as follows:

$$t^{in}(e) = \delta(u) + \text{delay of the longest combinational path arriving at } u$$

$$t^{out}(e) = \begin{cases} t^{in} & \text{if } R(e) = 0 \\ 0 & \text{otherwise.} \end{cases}$$

It is easy to check that the inequalities in (5-7) hold.

$$\Rightarrow$$ Assume that $\tau(R) = \tau$. Let $P = v_1, v_2, \ldots, v_{k-1}, v_k$ be a combinational path with delay $\delta(P)$. Then the following chain of inequalities holds:

$$t^{in}(v_{i+1}, v_i) \geq \delta(v_i) \quad (\text{constraint (5)})$$

$$t^{out}(v_{i+1}, v_i) \geq t^{in}(v_{i+1}, v_i) + \delta(v_i) \quad (\text{constraint (6)})$$

$$t^{in}(v_{i+1}, v_i) \geq t^{in}(v_{i+1}, v_i) + \delta(v_i) \geq \delta(v_i) + \delta(v_2) \geq \delta(v_1) + \delta(v_2) \quad (\text{constraint (5)})$$

$$\ldots$$

$$t^{in}(v_{k-1}, v_k) \geq \sum_{i=1}^{k-1} \delta(v_i) = \delta(P) \quad \forall v_j \text{ successor of } v_k$$

Since $t^{in}(e) \leq \tau$, for any $e$, we can conclude that $\delta(P) \leq \tau$ for any path $P$.

### B. Throughput constraints

We next present a constraint guaranteeing that a specific R&R configuration has at least throughput $\Theta$.

The throughput constraint is as follows:

$$R \leq (R_0 + \Delta \sigma)/\Theta$$

**Lemma 3.3:** Let $R$ be a valid R&R register assignment. There is a nonnegative real vector $\sigma$ that fulfills inequality (8) iff $\Theta(R) \geq \Theta$.

**Proof:** Let us call $R' = \Delta \sigma$ and $R'(e)$ the component of $R'$ associated to edge $e$. Therefore, the constraint (8) can be rewritten as $\Theta R \leq R_0 + R'$.

$\Rightarrow$ We will prove that every cycle $C$ has a cycle ratio $\Theta_C(R) \geq \Theta$. Thus, using inequality (8) in the denominator:

$$\Theta_C(R) = \frac{\sum_{e \in C} R(e)}{\sum_{e \in C} (R(e) + R'(e))} \geq \frac{\Theta \sum_{e \in C} R(e)}{\sum_{e \in C} (R_0(e) + R'(e))}$$

Since $C$ is a cycle, the number of tokens in $C$ remains invariant after any firing sequence (see theorem 2.2). Therefore,

$$\sum_{e \in C} R'(e) = 0$$
and consequently $\Theta_C(R) \geq \Theta$.

($\Leftarrow$) This part of the proof is easy but tedious. We give a sketch based on the results of previous authors. First of all, for results about throughput (dots per cycle), delays must be interpreted as unit delays coming from the registers (combinational logic has zero delay).

For a timed marked graph $(N, E, M_0, \delta)$ with incidence matrix $B$ and throughput $\Theta$, in which each node $n$ has a delay $\delta(n)$, there exist an average marking (nonnegative real) and real vector $\sigma'$, such that $M = M_0 + B\sigma'$ and the following property holds for any $n \in N$ [22]:

$$\delta(n) \cdot \Theta \leq \tilde{M}(e) \quad \forall e \in \ast n. \quad (9)$$

In our case, the delays are associated to the registers on the edges (each register has unit delay). The previous result can be extended to marked graphs with delays on the edges\(^1\). From the average marking $\tilde{M}$ it is easy to construct a nonnegative real marking $\tilde{R}$ such that $R \cdot \Theta = \tilde{R} = R_0 + A\sigma'$, thus completing the proof.

\section*{IV. ILP MODELS FOR RETIMING AND RECYCLING}

This section presents ILP models for different variations of the R&R problem.

The main result that can be derived from the previous sections is the following:

**Theorem 4.1:** Given a cycle time $\tau$ and a throughput $\Theta$, $R$ is a valid R&R register assignment of an RRG $(N, E, R_0, \delta)$ with $\tau(R) \leq \tau$ and $\Theta(R) \geq \Theta$ if there exists a feasible solution of the ILP

$$\text{RR}(\tau, \Theta) \equiv \begin{cases} R \geq R_0 + A\sigma & \geq 0 \\ R \leq (R_0 + A\sigma_2)/\Theta & \text{Path Constraints}(R, \tau) \\ R \text{ and } \sigma_1 \text{ are integer vectors.} \end{cases} \quad (10)$$

**Proof:** It immediately follows from expression (3) and lemmas 3.2 and 3.3.\footnote{Note that the model does not include the vector $\tilde{R}$ from expression (3). To guarantee that $\tilde{R}$ is integer, the constraint of $\sigma_1$ being integer is included. After that, the value of $\tilde{R}$ is irrelevant to obtain a solution for $R$.}

Henceforth, we will use $\text{RR}(\tau, \Theta)$ to denote the ILP model (10). This notation will also be used to denote a function that returns a register assignment, e.g., $R := \text{RR}(\tau, \Theta)$.

\subsection*{A. Min-period R&R}

The min-period R&R problem can be formulated as follows:

Given an RRG and a throughput $\Theta > 0$, find a register assignment $R$ that minimizes the cycle time and has throughput $\Theta(R) \geq \Theta$.

From theorem 4.1, it immediately follows that $R$ is the optimal solution of the following ILP, where $\Theta$ is a constant:

$$\text{MIN\_PER}(\Theta) \equiv \begin{cases} \min \tau & \text{subject to } \text{RR}(\tau, \Theta). \end{cases} \quad (11)$$

Similarly as before, $\text{MIN\_PER}(\Theta)$ will also denote a function that returns the register assignment $R$ with minimum period.

\subsection*{B. Max-throughput R&R}

The formulation of the problem is as follows:

Given an RRG and a cycle period $\tau$, find a register assignment $R$ with $\tau(R) \leq \tau$ that maximizes the throughput $\Theta(R)$.

The problem can also be solved by using a model derived from theorem 4.1, in which $\tau$ is a constant:

$$\text{MAX\_THR\_NL}(\tau) \equiv \begin{cases} \max \Theta & \text{subject to } \text{RR}(\tau, \Theta). \end{cases} \quad (12)$$

However, the model $\text{MAX\_THR\_NL}(\tau)$ is not linear since $\Theta$ is now a variable of the model and the second constraint of $\text{RR}(\tau, \Theta)$ is not linear. Unfortunately, the model is not convex either, thus discarding the possibility of using a solver for convex problems.

1) Binary search for max-throughput: An option to solve the previous problem is to perform a search on the possible values of $\Theta$. With this approach, the model becomes linear when $\Theta$ is a constant value. In this paper we propose to perform a binary search for $\Theta$ over the interval $(0, 1]$.

A binary search always explores values of $\Theta$ in an interval $[\Theta_L, \Theta_U]$ where a feasible solution exists for $\Theta_L$ but not for $\Theta_U$. An important question to answer is the following: what is the size of the interval that guarantees $\Theta_L$ to be the optimal solution?

**Theorem 4.2:** Let $\Theta_L = n_1/m_1$ and $\Theta_U = n_2/m_2$ be two possible values of the throughput for an RRG such that $\Theta_L \neq \Theta_U$. Then,

$$|\Theta_L - \Theta_U| \geq \frac{1}{(|R_0| + |E|)^2}$$

where $|R_0|$ represents the number of initial registers and $|E|$ is the number of edges in the graph.

**Proof:** Let $m_1$ and $m_2$ be two different rational numbers with denominators not larger than $m$. Then

$$\left|\frac{n_1}{m_1} - \frac{n_2}{m_2}\right| = \left|\frac{n_1m_2 - n_2m_1}{m_1m_2}\right| \geq \frac{1}{m^2}.$$}

We also know that the maximum number of registers we can have in a cycle for a configuration with maximum throughput is not larger than the number of initial registers plus the number of edges (bubbles than can be inserted in the graph)\(^2\). The proof of the theorem immediately follows from this observation.

A tighter bound could be calculated by finding the longest simple cycle in the graph. However, this problem is NP-complete [23].

2) Min-area max-throughput R&R: Since the binary search for $\Theta$ converts the model (12) into a linear form, the cost function can be customized to minimize area (number of registers) in the following way:

$$\text{MAX\_THR\_RL}(\tau) \equiv \begin{cases} \text{min } \sum_{e \in E} R(e) & \text{subject to } \text{RR}(\tau, \Theta) \\ \text{Binary search on } \Theta. \end{cases} \quad (13)$$

\subsection*{C. Minimum effective cycle time}

The formulation of the problem is the following:

Given an RRG, find a register assignment $R_{\min}$ such that the effective cycle time $C(R_{\min})$ is minimized.

\(^2\)Putting more than one bubble in an edge degrades the throughput without improving the cycle period. For this reason, only configurations with at most one bubble per edge must be considered.
We will show how the ILP models MIN_PER and MAX_THR can be combined to find \( R_{\text{min}} \). We start with a preliminary result required to make the search efficient.

**Theorem 4.3:** \( \Theta(R_{\text{min}}) \geq \frac{d_{\text{max}}}{\tau_{rt}} \), where \( d_{\text{max}} \) is the maximum delay of a node and \( \tau_{rt} \) is the cycle period obtained by min-delay retiming.

**Proof:**

Every retiming configuration is also a valid R&R assignment. Therefore \( C(R_{\text{min}}) \leq \tau_{rt} \). By the definition of \( C \) (see Def. 3.3), and using the fact that \( \tau(R_{\text{min}}) \geq d_{\text{max}} \),

\[
\Theta(R_{\text{min}}) = \frac{\tau(R_{\text{min}})}{C(R_{\text{min}})} \geq \frac{d_{\text{max}}}{\tau_{rt}}
\]

Then search for the optimal \( C \) can be performed by interleaving MIN_PER and MAX_THR.

\[
\text{MIN\_EFF\_CYC}\_\text{STEP}(\Theta):
R_1 := \text{MIN\_PER}(\Theta);
R_2 := \text{MAX\_THR}(\tau(R_1));
\text{return } R_2;
\]

The intuition behind this strategy is the following. Given a target \( \Theta \), a register assignment \( R_1 \) with minimum period is obtained by \text{MIN\_PER}(\Theta). \( R_1 \) has a throughput not smaller than \( \Theta \). After that, another register assignment \( R_2 \) maximizing the throughput is obtained by \text{MAX\_THR}(\tau(R_1)). \( R_2 \) is guaranteed to have a clock period not larger than \( \tau(R_1) \).

This process can be iteratively executed until the retiming solution is found (\( \Theta = 1, \tau = \tau_{rt} \)). For every explored solution \( R \), the effective cycle time \( C(R) \) can be calculated. At the end of the process, the solution with minimum \( C \) is returned.

Formally, the procedure to find \( C(R_{\text{min}}) \) is described by the following algorithm:

\[
\text{MIN\_EFF\_CYC}(\text{RRG}):
C := \tau_{rt}; \quad \{ \tau \text{ from min-period retiming} \}
\Theta := \frac{d_{\text{max}}}{\tau_{rt}^\prime}; \quad \{ \text{from theorem 4.3} \}
\varepsilon := \frac{1}{\left| I_{\text{in}} \times E \right|}; \quad \{ \text{from theorem 4.2} \}
\text{while } (\Theta < 1)
R := \text{MIN\_EFF\_CYC}\_\text{STEP}(\Theta);
\text{if } (C(R) < C) \text{ then } C := C(R);
\Theta := \Theta(R) + \varepsilon;
\text{return } C;
\]

Experimental results show that this search never makes more than 10 iterations for graphs with up to 1000 edges.

Figure 3 illustrates the search for the optimum \( C \) through a diagram that represents \( \Theta \) in the x-axis and \( \tau \) in the y-axis. The MP and MT labels indicate the progress performed by \text{MIN\_PER} and \text{MAX\_THR}, respectively. The search terminates when the retiming solution is found. In some cases, \text{MAX\_THR} does not make any progress (e.g., see the loop with label MT in the diagram). In those cases, the \( \varepsilon \) increase guarantees the termination. The next theorem guarantees that the search does not miss any solution that could provide a better effective cycle time.

**Theorem 4.4:** Let \( R_1 \) be a solution of \text{MIN\_PER}(\Theta) and \( R_2 \) the register assignment obtained by \text{MAX\_THR}(\tau(R_1)). Let \( R' \) be any other arbitrary register assignment such that \( \Theta \leq \Theta(R') \leq \Theta(R_2) \). Then, \( C(R') \geq C(R_2) \).

**Proof:**

By contradiction. Let us assume that \( R' \) satisfies the conditions of the theorem and \( C(R') < C(R_2) \), or equivalently \( \tau(R') < \tau(R_2) \).

Since \( \Theta(R') < \Theta(R_2) \) it follows that \( \tau(R') < \tau(R_2) \). But \( R_2 \) is the solution of the \text{MAX\_THR}(\tau(R_1)) and hence \( \tau(R_2) \leq \tau(R_1) \). Therefore, \( \tau(R') < \tau(R_1) \), but this contradicts the fact that \text{MIN\_PER}(\Theta) produces \( R_1 \), which has the minimum cycle time from all the assignments with throughput at least \( \Theta \).

Therefore, the register assignments obtained by solving \text{MAX\_THR} are the only ones that must be considered during the search. They correspond to the black circles in Fig. 3.

**D. C-slow retiming**

For completeness, a mode for c-slow retiming is presented.

\[
\text{C\_SLOW}(\tau) \equiv \begin{cases} \min \{\alpha C + \sum_{e \in E} R(e) \} & \text{Path Constraints}(R, \tau) \\
\sigma & \text{and } c \text{ are integer} \end{cases}
\]

The new constraint is \( R = cR_0 + A\sigma \), which substitutes the initial register assignment \( R_0 \) by \( cR_0 \), indicating that each register in the original circuit is substituted by \( c \) registers (one dot and \( c-1 \) bubbles).

The cost function minimizes \( \alpha \) assuming that \( \alpha \) is a large constant. After that, the register count is minimized.

**V. EXPERIMENTAL RESULTS**

The first consideration for R&R is that it will mostly be applied to coarse levels of granularity, e.g., at the level of 16-, 32- or 64-bit registers in medium and large systems having few dozens or hundreds of computational blocks. Unfortunately, there is no set of benchmarks usable by academia that keep hierarchical information and can be effectively used for realistic experiments. For this reason, we designed synthetic experiments based on the underlying graphs of the sequential ISCAS circuits.

For every circuit, the following transformations were performed:

- The original latches were removed, and every gate was considered to be a large combinational block. Edges were considered to be n-bit channels. Each combinational block was assigned a delay generated randomly from a uniform distribution in the interval \((0, 20]\).
- The largest strongly connected component of the graph was kept in the graph. The rest of nodes and edges were removed\(^3\).

\(^3\)An alternative way to ensure strongly connectedness would have been to connect the inputs and the outputs with a fake node. However, we found this approach unrealistic due to the fact that an artificially congested node appeared for each example.
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Each channel was assigned an $n$-bit register with a certain probability. The probability was chosen to be 0.5. Thus, about half of the channels were assigned a register, whereas the other half were just wires.

For each example, several solutions were obtained using the optimization techniques presented in the paper. After satisfying the performance constraints of the model, all solutions were optimized for minimum register count.

Table I reports the experimental results. The “Initial” columns report the parameters of the example. The column $\Theta$ shows the lower bound on the effective cycle time (see lemma 3.1). The results obtained by min-period retiming are reported in the next two columns.

The configurations for “Recycling” and “Retiming and recycling” were obtained by imposing the constraint $\tau \leq 0.75 \tau_{rt}$, i.e., the target cycle period was required to be smaller than 3/4 of the one obtained by retiming. As an example, the target cycle period for s27 was defined to be $\tau \leq 0.75 \cdot 58.20 = 43.65$. The obtained results had the optimum effective cycle time ($C$) satisfying the cycle period constraint.

The “Recycling” solution was obtained by only inserting bubbles in the circuit and not touching the registers defined by the min-period retiming. You can observe that the period is often smaller than 3/4 of the one achieved by retiming. As an example, the target cycle period for s27 was chosen to be 0.75 of the one obtained by retiming. The only potential performance improvements of R&R requires a more profound study in the future. A simple study for rings was presented in [14]. However, it is difficult to extend those conclusions for more complex circuits. A preliminary intuition indicates that only graphs with long cycles and unbalanced delays can increase the chances for optimization.

VI. Conclusions

A general ILP model for retiming and recycling has been presented. It covers previous models for sequential logic synthesis and allows to combine them in a collaborative way to explore a new space of solutions.
This approach opens the door to new optimization engines targeting at delay, throughput or area. The recent approaches for latency-insensitive design that reduce data and control overhead may provide efficient implementations of sequential circuits that can contribute to improve the performance of nanoelectronic systems.
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