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Preface

This master's thesis is on the field of computer science applied on electronics. The miniaturisation of integrated circuits is bringing new problems in terms of power consumption, speed, and variability tolerance. The current synchronous designs are struggling to cope with these problems, and in consequence new optimisations or paradigms are being studied.

The study of this thesis are the optimisations like clock skew for synchronous circuits and asynchronous circuits as an alternative paradigm. The performance analysis of both cases are equivalent and algorithms on graph theory for cycles have been implemented to calculate the optimum speed.

Asynchronous controllers are essential for a good asynchronous design. To create a connectivity structure of controllers it is necessary to group the memory elements (registers) of the circuit into clusters. Clustering registers affects power consumption, performance, area, and variability tolerance. To produce a good clustering is a hard job because of the high number of registers and for the trade-offs of optimising all these characteristics.

An initial problem in clustering of controllers is to decide how many controllers we want. A design with one cluster give us the same problems of a synchronous design, high power consumption and too much sensible on variability of temperature, voltage, manufacturing errors, etc. On the other hand, having as many controllers as registers will produce too much overhead in area for all the new logic and wires that needs to be added.

It is important to have clusters as less connected as possible to design simple controllers and to minimise the impact on area. We know from benchmarks and industrial designs that the register graph is highly connected, and the controllers graph is almost complete. A variation of Min-Cut can give us a solution to optimise this property.

The clustering will have an impact on performance. Grouping registers implies a lost of freedom, and optimisations like clock skew or the asynchronous circuit will be affected by this lost as a handicap to reach the maximum speed.

From the placement point of view we need to have clusters where their registers are close to minimise the clock tree. The ideal solution is a partition of the space. The worst solution is to have the registers spared around.

The contribution of this thesis are two clustering algorithms; A local search solution to minimise the number of connections, and a k-means implementation that combines the minimisation of the clock trees and the maximisation of performance, by using parameters to balance it.

These algorithms have been implemented in the Elastix EDA tool and executed on ISCAS benchmarks and SUN Microsystems OpenSparc processor.
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Chapter 1

Introduction

This chapter starts with some history and current status of microelectronics and introduces generic concepts like synchronous and asynchronous circuits. It also introduce concepts about circuit performance that will be required to describe the statement of the problem.

1.1 Microelectronics

Integrated circuits experimented a revolution since VLSI (Very-large-scale integration) came in the 70’s. This technology allowed to design complex circuits on a single chip with hundreds of millions of transistors. This revolution is compared to Industrial revolutions (steam machines first and electricity later) in a way that it speeds up the things we can do and introduce new possibilities such as communications, computations, sensors, information systems, etc. This technology came with Computer Aided Design (CAD) tools that made all this possible.

Electronic Design Automation (EDA) tools aid engineers in all abstraction levels of the design. From high level specification to the physical implementation. From the computer science point of view all these steps are related to computational problems:

Microarchitecture gives a description of all different components of the circuit. For example, microprocessors have typically the Von Neumann architecture with: memory, control unit and arithmetic logic unit.

Logic synthesis transforms combinational logic expressions into implementation logic gates. This is specified by Register Transfer Level (RTL) description for synchronous circuits. It is the typical input for an EDA tool.

Verification tools are proof systems in several areas. In logic synthesis it is used to ensure that the implementation is consistent with the specification, and it can be used to verify the specification itself.
Static Timing Analysis (STA) estimates the delay of the circuit and detects possible timing errors. This information determines the speed of the circuit and it can be used for optimisations in the logic synthesis process.

Placement is the step where the circuit is described as a collection of components from a physical library, and it needs to set the position of all these components on the die. This is an optimisation problem that tries to place close elements that are logically connected.

Routing is one of the final steps and it comes after placement. Placement produces the position of each component on a die, but these components are connected with metal wires in several layers. The total wire length needs to be minimised with a fix number of layers depending on the technology used.

This thesis falls into the STA phase of the process, but having in mind the synthesis of physical layout (placement and routing) process that comes after. The next sections describe important concepts for the STA phase and presents the statement of the problem.

### 1.2 Synchronous circuits

Synchronous circuits are those in which the registers that separate combinational logic are controlled by a clock signal. Typically, these combinational blocks are described using a high-level language for hardware specification like Verilog or VHDL. This high-level description (RTL) will be transformed by an EDA tool to a low-level implementation using logic gates from a desired technology. At this point, it is possible to analyse the maximum and minimum delay that these logic will take to stabilise the result. Combinational blocks have a different delay to stabilise the result depending on the inputs. For example, a simple adder can take longer depending if it needs to propagate the carry or not. All registers store the computed value simultaneously guided by a clock signal. For the circuit to work correctly it requires that the clock signal arrives after the computation has stabilised the result. Figure 1.1 shows an example of a synchronous circuit.

![Figure 1.1: Synchronous circuit with a global clock. Showing min and max delays of the combinational blocks.](image)
1.3 Asynchronous circuits

Synchronous systems had been chosen as a main design because of its simplicity to understand, verify and implement, compared to asynchronous systems. The fact of having a clock signal that synchronise all registers allows to work with discrete time units, and most of the EDA tools use this assumption to simplify the STA. The current high level of miniaturisation, 65nm and beyond, is making the industry to re-think old decisions and find solutions for new problems to keep improving performance. Things like power usage, speed, delay variability, Electromagnetic interference (EMI),... are becoming crucial. Asynchronous systems [1] are less attractive from the engineering point of view, but has solutions to all these new problems that high miniaturisation is bringing. Asynchronous designs can consume less power because of its natural way of to work just if there is something to do. The lack of a clock signal impacts on EMI positively. The system is more tolerant to temperature or voltage variation, thanks to the distributed control system (compared to the synchronous global clock signal).

In asynchronous systems combinational blocks are controlled by protocols. These protocols uses requests signals to initiate a computation and the corresponding acknowledgements to signal completion of that computation. The protocol knows the delay of the action from the timing analysis, and it can implement the signals to match the same delay. These signal delays can be implemented by counting discrete periods provided by a clock (used in the first dataflow computer, DDM1 [2]). This delay can also be implemented by a delay element as an inverter chain, which behave under the same conditions under variability. All conditions that may affect the computational delay of the combinational block it also affects the delay element. These are variations such as temperature, voltage, manufacturing precision, etc.

This protocol is implemented by controllers with some combinational logic and some delay elements. These controllers adds an extra complexity into asynchronous circuits compare to synchronous ones, where everything is controlled by a clock signal.

Figure 1.2 shows an example of an asynchronous circuit, with no global clock signal.

1.4 De-synchronisation

Going from synchronous into asynchronous implies changes on the design process. There are already EDA tools to design asynchronous circuits but the acceptance in the industry is low because it changes completely the EDA flow and it makes harder the specification phase. Recently, a new concept has appeared called De-synchronisation [3] that mixes both paradigms. The design process can be done on the synchronous world, using current synchronous EDA flow, and transform it into an asynchronous design automatically.

On that process the clock signal is removed and all registers will be assigned to handshake controllers. These controllers “know” the delay of the logic and send
acknowledge and request signals to their neighbour controllers.

The verification process is not affected because De-synchronisation does not affect the combinational logic, and the same techniques used for synchronous circuits can be applied for de-synchronised ones.

Figure 1.2 shows the de-synchronisation of the circuit of Figure 1.1. In this transformation, the controller $C_i$ sends the request for computation complete $req$ signal to $C_j$. This signal is delayed to match the computation time. Once $C_j$ has received the $req$ signal, it can send the acknowledge signal back while it is saving the result to be used for the next register. This is just a simplification of the transformation, a real de-synchronisation involves a more complex protocols for the controllers.

1.5 Performance

There are many ways to measure the performance of a circuit. From the architectural point of view there are metrics to measure performance like IPC: Instructions Per Cycle or FLOPS: Floating point Operations Per Second. These metrics are used to compare different architectures. The study of this thesis is not based on the architectural point of view, it is based on the static timing analysis (STA).

Synchronous circuits uses memory components called registers like flip-flops and latches to synchronise all combinational paths. These paths determine the delay of the circuit, and the performance of a circuit is given by the minimum period of this synchronisation signal.

Asynchronous circuits cannot be studied as a collection of paths because there is no synchronisation signal. STA needs to evaluate all cycles to determine the maximum mean cycle.

Retiming

Retiming [4] is a period optimisation technique for synchronous circuits. It moves registers across the logic to minimise the maximum delay between registers. It can reduce the minimal period while keeping the same sequential behaviour.
Figure 1.3 shows a circuit where the register $X$ is retimed to reduce the delay between $A$ and $X$. The resulting circuit has a maximum delay between registers of 2 time units, instead of the original 3 time units. The retiming process can introduce new registers as in the example like $X_1$ and $X_2$. These new registers increase the area of the circuit and the power consumption. However, on this example it is possible to apply retiming on the register $Y$ and get the same number of registers back and keeping the optimum delay of 2 time units ($Y$ and $X_1$ will be storing the same information). Notice how the output of register $R$ will not change.

Retiming is not used on this thesis, clock skew optimisation is used instead because its implicit application on De-synchronisation.

**Clock Skew Optimisation**

Clock Skew is defined as the delay that occurs from the source of the clock signal to the final register. The clock signal is propagated via wires and gates forming a tree, mesh, or other structures, and it implies some delay. Traditionally this has been seen as a problem. The delay of distributing the clock had to be minimised and the period had to be augmented to cope with this margin of time between registers.

Clock Skew Optimisation is a technique to improve the period for synchronous circuits introduced by Fishburn [5] from the basic idea that registers can give or borrow time to neighbours to minimise the clock period. In this new design, the clock signal of each register can be delayed to match the timing requirements of the logic. This delay can be inserted on the clock line before the register like in Figure 1.1. This optimisation extends the timing analysis including hold and setup constraints for all paths.
Having a period $P$, any connected registers $i$ and $j$ with skews $X_i$ and $X_j$, and the minimum and maximum delay between $i$ and $j$ as $MIN_{ij}$ and $MAX_{ij}$:

Setup Constraints make sure that any two connected registers have enough time to stabilise the result before $j$ stores the result.

\[
\text{Setup Constraint}: MAX_{ij} \leq P + X_j - X_i = \text{Setup time}
\]

Hold constraints avoid that the next cycle of $i$ will overwrite the data of the current one which $j$ still has to store.

\[
\text{Hold Constraint}: MIN_{ij} \geq X_j - X_i = \text{Hold time}
\]

Figure 1.4 shows a timing diagram were Setup Constraint and Hold Constraint can be graphically interpreted. A Setup Constraint shows how the max delay can be longer than the period thanks the skew applied on register $j$. A Hold Constraint shows how the min delay cannot arrive before the second rise edge of $j$, otherwise it will overwrite the value of the fist wave (max delay). Notice how the logic is processing 2 waves at the same time.

![Clock Diagram](image)

Figure 1.4: Clock diagram of two registers $i$ and $j$. Showing max delay < Setup time and min delay > Hold time.

Joy D.A [6] introduced Logic Signal Separation Constraints, these constraints adds relations between all predecessor nodes for any node. One predecessor can overwrite data from another predecessor depending on the min delay that share. To avoid this problem Joy adds new constraints similar to Hold Constraints between these nodes.

The problem of minimising the clock period of a circuit by optimising clock skews can be solved using Linear Programming [5, 6, 7]. Having a collection of Setup Constraints and Hold Constraints where the Period has to be minimised. It also can be solved using a binary search [8, 9, 10, 11]. This thesis uses the binary search approach in Chapter 2 Section 2.7.
Clock Skew and Retiming

Retiming and Clock Skew are both continuous and discrete optimisations with the same effect. This fact was already observed in [5]. However, these two techniques can be combined to obtain better results.

Retiming can be used as a post process of Clock Skew Optimisation to reduce the skew difference between registers [12]. The idea is to find the optimum period and assign skews with an small difference between the minimal skew and the maximal skew (Using the same algorithm as in Chapter 2 Section 2.7). In a second phase, it minimise the skew difference by applying retiming. It is important to start from a solution with small differences between clock skews because less retimings will be needed to reduce the time difference.

Clock Skew and Retiming can be used in combination to improve the clock period [13]. This paper shows how the combination can do better than both techniques separately. The idea is that Retiming can help to fix hold constraints and the period of Clock Skew Optimisation can be improved. The problem is solved by a mixed-integer linear programming formulation and an heuristic. Chapter 2 describes the implications of using hold constraints or not, and Chapter 4 shows some results of these differences.

1.6 Statement of the Problem

This thesis is situated on the STA phase of the design flow. The motivation comes from the necessity to clusterise registers on the De-synchronisation process. The interest from the industry reflects the importance of the problem. This thesis uses graph theory to analyse circuit performance assuming clock skew optimisation or asynchronous circuits. The contributions of this thesis are algorithms for the clusterisation of registers for synchronous and asynchronous systems. All algorithms had been designed and integrated in the De-synchronisation flow of Elastix Corporation EDA tool.

There are several cluster properties that will be studied and optimised. The next paragraphs describes what is a cluster and the properties.

Clustering

The circuit is the starting point and it is represented by a Register Graph where each node represents a register and directed edges represent combinational blocks. \( R \) is the number of nodes of this graph.

A Cluster is a Set of registers. In an asynchronous circuit, it can represent the nodes under the same controller, and in a synchronous circuit it can represent nodes that have the same skew as in [14].

A Cluster Graph is constructed from the Register Graph in a way that nodes on the Cluster Graph represent partitions of the Register Graph. Two clusters are connected in the Cluster Graph if any of their registers are connected.
A Clustering can vary from 1 partition solution to $R$ partitions (one for each register). A Clustering solution has several properties with a high design impact. Clustering based on Connections, Performance, and Placement are studied on this thesis and described on the next sections.

Connections

The number of connections is defined as the number of edges on the cluster graph. It is important to minimise this number to reduce the complexity of the controllers. Having many connections implies to increase the number of delay lines, logic, and metal wires to connect controllers. This may have consequences on area usage as well.

From the point of view of cluster connection, it does not matter if there is one or more registers connected between clusters, it only matters connections at cluster level. It is not the same minimising the number of connections on the Cluster Graph than minimising the number of registers connected to different clusters.

The problem of minimising the number of registers connecting different clusters can be seen as the MIN-CUT problem of the Register Graph. hMetis [15] is a multilevel partitioning algorithm that performs very well for this problem.

A local search solution is presented on the Chapter 3 Section 3.1 that minimise the number of cluster connections and it can be easily extended with other cost functions (Future work).

Performance

Performance analysis of a cluster solution can be seen as a synchronous circuit with clock skew optimisation where only few skews can be applied. Each skew represents a cluster. Having the Cluster Graph with maximum and minimum delay annotated on the edges, performance is determined as the minimum period can be calculated using the same algorithm that the one used for the Register Graph.

Finding the best performance for a given number of clusters is the same problem as Multi-domain clock skew scheduling [14] solved using a branch-and-bound search using a SAT solver. According to the authors this algorithm takes 20 hours for an industrial design of 250737 edges. This thesis expects to work with circuits of 400k edges and much more. A better heuristic is required to deal with bigger circuits.

A clustering solution that optimise performance based on k-means [16, 17, 18] clustering (combined with placement) is presented on the Chapter 3 Section 3.2.

Placement

Clustering in terms of placement groups registers using their position information on the die. The goal is to minimise the cost of connecting all registers of the same cluster. The problem of calculating the cost for a given cluster can be seen as
calculating the Steiner tree [19] of these nodes. A Steiner tree connects all nodes and it can introduce extra connection points to minimise the total length. This is an NP-complete problem, but Spanning trees simplifies Steiner trees because no extra connection points can be added. Two traditional algorithms to calculate spanning trees are Prim [20] and Kruskal [21]. Both of them are linear and are a good approximation compared to the Steiner tree NP cost. Another typical metric is the half perimeter wire length (HPWL) calculated as the half perimeter of the bounding box that include all registers of the cluster. HPWL is very fast to calculate but the error committed can be huge compared to trees methods.

A clustering solution that optimizes placement based on k-means [16, 17, 18] (combined with performance) is presented on the Chapter 3 Section 3.2.

**Tradeoff**

A good clustering algorithm needs to face the tradeoff between optimizing one or the others properties. A perfect clustering for performance could be a total disaster in terms of placement and become an impossible design to implement due to the routing overhead. A perfect clustering for placement could probably become a difficult design to optimise with clock skew.

This thesis presents a clustering algorithm that combines performance and placement to generate an implementable design with good properties.

### 1.7 Description of the Chapters

Chapter 2 reviews a solution to calculate the period of a circuit and describes how it has been implemented on Elastix Corporation EDA tool.

Chapter 3 presents the main contribution of this thesis: the algorithm for clustering that optimises the number of connections, and the algorithm for clustering optimizing placement and performance.

Chapter 4 presents results of several experiments using ISCAS benchmarks and SUN's OpenSparc processor.

Chapter 5 presents the conclusions of this thesis and future work.
Chapter 2

Optimal period with clock skew

The next sections will explain how to calculate the period of a sequential circuit and how to improve it using clock skew optimisation. The chapter uses the same circuit example (Figure 2.1) to introduce concepts and apply optimisations.

![Figure 2.1: Basic circuit example with minimum and maximum delays on combinatorial paths.](image)

2.1 Delay Graph

The data structure used to describe a circuit is a graph. A Delay Graph is a representation of the combinational blocks of the circuit with timing information annotated on the edges.

- Nodes in the Delay Graph are Inputs, Outputs, or Registers.
Directed edges in the Delay Graph are combinational paths between nodes through logic gates. Each edge has the minimum and maximum delay of the combinatorial logic that represents.

This data structure can be used for the Static Timing Analysis (STA) to calculate the optimum period of the system. For example, the delay graph of the example circuit of Figure 2.1 can be seen in Figure 2.2. In a simple synchronous circuit all registers are synchronised by a clock signal. The period of that clock will be determined by the maximum delay. In this example, the maximum delay is 4 and if no optimisations are applied, the corresponding synchronous circuit will have a Period of 4.

Next sections will improve this period by applying some optimisations on the clock signal.

![Delay graph example with min/max delay](image)

### 2.2 Clock Skew Optimisation

Clock Skew Optimisation [5] (Introduced on Chapter 1 Section 1.5) is a technique that can improve the period of a circuit by applying a delay on the clock signal of each register. It basically defines a set of Setup and Hold Constraints that need to be satisfied.

Having a period \( P \), any connected registers \( i \) and \( j \) with skews \( X_i \) and \( X_j \), and the minimum and maximum delay between \( i \) and \( j \) as \( MIN_{ij} \) and \( MAX_{ij} \):

**Setup Constraints** make sure that any two connected registers have enough time to stabilise the result before \( j \) stores the result.

\[
Setup\ Constraint : MAX_{ij} \leq P + X_j - X_i = Setup\ time
\]

**Hold Constraints** avoid that the next cycle of \( i \) will overwrite the data of the current one which \( j \) still has to store.

\[
Hold\ Constraint : MIN_{ij} \geq X_j - X_i = Hold\ time
\]
One possible simplification of the clock skew optimisation is to eliminate the *Hold Constraints*. Assuming that it is possible to add delays on the minimum paths to fix all hold violations without increasing the maximum delay path. This new problem with just *Setup Constraints* is equivalent to calculate the *Maximum Mean Cycle (MMC)* of the graph using the max delays.

### 2.3 Maximum Mean Cycle

Having a directed Graph $G = (V, E)$ with max delays annotated on the edges. Let $C$ be a cycle in $G$, where $|C|$ is the number of edges and $w(C)$ is the weight of the cycle (sum of maximum delays of the cycle edges):

$$Maximum \ Mean \ Cycle = \max_{C \in G} \left\{ \frac{w(C)}{|C|} \right\}$$

On Figure 2.2, 2 cycles exist:

$$Mean \ Cycle(A \rightarrow B \rightarrow C \rightarrow D \rightarrow A) = \frac{4 + 4 + 1 + 1}{4} = 2.5$$

$$Mean \ Cycle(A \rightarrow C \rightarrow D \rightarrow A) = \frac{1 + 1 + 1}{3} = 1$$

$$Maximum \ Mean \ Cycle = \max(2.5, 1) = 2.5$$

The maximum period without using clock skew of the circuit in Figure 2.1 is 4 (max delay). Figure 2.3 shows the same circuit but applying clock skew to achieve a period of 2.5 (ignoring hold constraints). The register $B$ has been delayed 1.5 time units to be able to compute the maximum time between $A$ and $B$. The same situation happens on register $C$, it need an extra 1.5 units to have enough setup time to compute the maximum delay. The registers $B$ and $C$ can borrow 1.5 time units from $C \rightarrow D$ and $D \rightarrow A$, and give it to $A \rightarrow B$ and $B \rightarrow C$ because they need it to compute the max delay ($2.5 + 1.5 = 4$).

Figure 2.4 shows a timeline for a period of 2.5 with the following observations:

- It shows 2 complete waves through the cycle. Each cycle takes 4 periods, and thanks to clock skew all 10 time units can be accommodated. All combinatorial blocks finish their computation before the rising edge of the ending register.
- The min delay of $A \rightarrow B$ and $B \rightarrow C$ needs to be increased to not override the previous wave.
- The min and max delay of $A \rightarrow C$ needs to be increased a significant amount of time. This example shows the extreme case of having a clock skew bigger than the period, and how a small edge can be affected.
- This example shows how it is possible to reduce the period by adding delays.
Figure 2.3: Basic circuit with clock skews ignoring hold constraints. Period of 2.5.

Figure 2.4: Timeline for a period of 2.5, showing hold violations that can be fixed by incrementing the delays.
2.4 Maximum Mean Cycle algorithms

There are several algorithms to compute the MMC. The most popular algorithms are Krap’s algorithm [22], Lawler’s algorithm [23], Burns’ algorithm [24], and an improved version of Howard’s algorithm [25]. A report [26] compares all of them in which Howard’s algorithm appears to be the fastest one.

All of them are based on a parametric shortest path problem. Burns’ algorithm uses linear programming but with a similar idea.

2.4.1 Parametric shortest path

The parametric shortest path problem is a generalisation of the single-source shortest path problem in which some of the edges have a parameter subtracted from them. The problem is to generate a shortest path tree with the maximum value of that parameter without generating any negative cycle. This problem is related to the maximum mean cycle problem because the value of this parameter is the MMC if the parameter is subtracted from all edges. It represents the maximum value it can be subtracted from all cycles until a cycle has a weight equals to 0.

An improved version of Krap’s algorithm by Young, Tarjan, Orlin [27] shows how the parametric shortest path problem can be used to compute the maximum mean cycle as well as the minimum balance problem (used in Section 2.9).

This thesis uses Howard’s algorithm to compute the MMC of the max delays of the circuit.

2.4.2 Howard’s algorithm

All shortest path algorithms require a graph with a weight annotated on the edges, and it uses a distance property dist for nodes to set the shortest distance from the reference node.

Howard’s algorithm uses the idea of the parametric shortest path problem but on the opposite way of the other algorithms. It starts with a parameter $\lambda = \infty$ and decreases the $\lambda$ value until the graph is valid and no negative cycle exist. The algorithm maintains a policy graph which is a subgraph where each node has an out degree of one. This graph represents a current “shortest path tree”. At each iteration, a shortest path is found using a breadth-first search (BFS) algorithm. If a valid path is found, $\lambda$ is valid and it can be returned, or $\lambda$ needs to be updated as well as all edges and the policy graph.

2.5 Constraint Graph

The problem of assigning valid skews to registers for a given period with Setup and Hold Constraints (and determines if the period is valid) can be solved by linear programming [5, 6, 7]. In fact, it belongs to the subclass difference constraints problem.
Algorithm 1 Howard’s Minimum Mean Cycle algorithm

Require: A strongly connected graph $G(V, E)$, weight($e$)

Ensure: The minimum cycle mean $\lambda^*$ of $G$

1: for all $u \in V$ do
2: \hspace{0.5em} $d(u) \leftarrow +\infty$
3: end for
4: for all $(u \rightarrow v) \in E$ do
5: \hspace{0.5em} if weight($u \rightarrow v$) < dist($u$) then
6: \hspace{1.0em} dist($u$) $\leftarrow$ weight($u \rightarrow v$); $\pi(u) \leftarrow v$ \{ $\pi$ is the policy\}
7: end if
8: end for
9: while true do
10: \hspace{0.5em} $E_\pi \leftarrow$ $(u \rightarrow \pi(u)) \in E$ \{ Find the set of $E_\pi$ of policy arcs\}
11: \hspace{0.5em} Examine every cycle in $G_\pi = (V, E_\pi)$
12: \hspace{0.5em} Let $C$ be the cycle with the smallest mean in $G_\pi$
13: \hspace{0.5em} $\lambda \leftarrow$ weight($C$)/ $|C|$
14: \hspace{0.5em} Select an arbitrary node $s \in C$
15: \hspace{0.5em} \{ Compute the node distances using the reverse BFS\}
16: \hspace{0.5em} if there is a path from $v$ to $s$ in $G_\pi$ then
17: \hspace{1.0em} dist($v$) $\leftarrow$ dist($\pi(v)$) + weight($v \rightarrow \pi(v)$) $-$ $\lambda$
18: end if
19: \hspace{0.5em} \{ Improve the node distances\}
20: \hspace{0.5em} improved $\leftarrow$ false
21: \hspace{0.5em} for all $(u \rightarrow v) \in E$ do
22: \hspace{1.0em} $\delta(u) \leftarrow$ dist($u$) $-$ (dist($v$) + weight($u \rightarrow v$) $-$ $\lambda$)
23: \hspace{1.0em} if $\delta(u) > 0$ then
24: \hspace{2.0em} if $\delta(u) > \varepsilon$ then
25: \hspace{3.0em} improved $\leftarrow$ true
26: \hspace{2.0em} end if
27: \hspace{1.0em} end if
28: \hspace{1.0em} $\pi(u) \leftarrow v$
29: \hspace{1.0em} end if
30: end for
31: if NOT improved then
32: \hspace{0.5em} return $\lambda$
33: end if
34: end while
and it can be easily solved using a difference constraints graph. For example, this graph representation is used in [11] to minimise clock skews.

**Difference Constraints Graph**

Having a difference constraints problem where \(y\) and \(x\) are variables, and \(K\) are constants:

\[
\begin{align*}
    y_1 - x_1 &\leq K_1 \\
    y_2 - x_2 &\leq K_2 \\
    \ldots
\end{align*}
\]

This inequality system can be transformed into a graph such that each node represents a variable \(x_1, y_1, x_2, y_2, \ldots\) and for each related variables a directed edge is created with the corresponding weight as: \(x_1 \xrightarrow{K_1} y_1\). If the resulting graph is not strongly connected and extra node \(v_0\) needs to be added that connects to all nodes with weight 0.

An interesting property of Constraint Graphs is that the system is consistent if no negative cycle exists. It is possible to assign values to nodes that satisfy all constraints. This problem can be solved using a shortest path algorithm like Bellman-Ford[28, 29, 30]. This algorithm assigns values to the nodes that satisfy the system (if it is consistent) with complexity \(O(N \times E)\).

**Circuit Constraints Graph**

It is possible to use a Difference Constraints Graph to check if a given period is consistent with all setup and hold constraints. Re-arranging the inequalities:

\[
\begin{align*}
    \text{Setup Constraint} : \quad & MAX_{ij} \leq P + X_j - X_i \\
    & X_i - X_j \leq P - MAX_{ij} \\
    \text{Hold Constraint} : \quad & MIN_{ij} \geq X_j - X_i \\
    & X_j - X_i \leq MIN_{ij}
\end{align*}
\]

A circuit constraint graph is built using these inequalities. There is no need to add the extra \(v_0\) node because the resulting graph is strongly connected. If the register graph has just one component, the constraint graph will be strongly connected because hold and setup constraints adds edges in both directions for any connected registers.

After running a shortest path algorithm like Bellman-Ford, all nodes will have a distance assigned. This distance can be interpreted as a valid skew for the period \(P\).
This graph can be complemented with other timing constraints. *Logic Signal Separation Constraints* introduced by Joy D.A [6] are constraints between all predecessor nodes for any node. Joy proved by simulation that one predecessor can interfere with another one. These constraints can be included on the graph as extra edges.

Figure 2.5 shows a constraint graph with setup and hold constraints of the basic example with an invalid period of 2.5, Figure 2.6 for an invalid period of 3, and Figure 2.7 for a valid period of 3.5.

### 2.6 Improved Bellman-Ford algorithm

Bellman-Ford algorithm [28, 29, 30] can be used to solve a Circuit Constraints Graph. It determines if a given period is valid and assigns skews to registers. An improved version from Tarjan [31] with negative cycle detection has shown very good results [32] and it has been implemented on this thesis.

The classical Bellman-Ford (Algorithm 2) has no special mechanism to detect a negative cycle in advance. Having a Graph $G = (V, E)$, Bellman-Ford iterates $n \times e$ times, where $n$ and $e$ are the number of vertexes and edges. After all iterations it has to check if there is any negative cycle. The check is done by exploring all edges to see if there is any shortcut. As all possible paths up to size $n - 1$ have been explored at that point and it is not possible to have a short path with a length higher or equal than $n$. There is a negative cycle if such path exists.

**Algorithm 2 BellmanFord**

**Require:** Graph $G(V, E)$, $dist(v)$, $weight(e)$

**Ensure:** Updated $dist(v)$ such that $\forall(u \rightarrow v) \in E \: dist(v) - dist(u) \leq weight(u \rightarrow v)$

1: for $i = 1$ to $size(V) - 1$ do  
2: for all $(u \rightarrow v) \in E$ do  
3: if $dist(v) > dist(u) + weight(u \rightarrow v)$ then  
4: $dist(v) \leftarrow dist(u) + weight(u \rightarrow v)$  
5: end if  
6: end for  
7: end for  
8: for all $(u \rightarrow v) \in E$ do  
9: (Negative cycle check)  
10: if $dist(v) > dist(u) + weight(u \rightarrow v)$ then  
11: return $G$ contains a negative cycle  
12: end if  
13: end for

The classical Bellman-Ford behaves badly when a negative cycle exists because it needs to compute all $n \times e$ operations. It checks for a negative cycle at the end. However, it is possible to do the check at the same time that it is searching for shortcuts. Bellman-Ford can maintain a shortest path tree by updating the predecessor on the tree each time that it finds a shortcut. A technique called *Walk to the root*
uses this tree each time that a shortcut has been found. The algorithm needs to check if this new path is forming a cycle on the tree. This walk increases the complexity of the algorithm because the "walk" to the root costs $O(n)$ and increases the bellman-Ford complexity to $O(n^2e)$ because is done at each iteration.

The Improved Bellman-Ford (Algorithm 3) uses the negative cycle detection subtree disassembly introduced by Tarjan [31]. This improvement is based from the Walk to the root technique but it amortise the cost of traversing the tree over the work to building it. The idea is to "forget" the new shortpath and mark the new node as unreached (line 17). In conclusion: the Improved Bellman-Ford algorithm has a complexity of $O(ne)$ and detects for negative cycles much sooner.

### Algorithm 3 ImprovedBellmanFord

#### Require:
Graph $G(V,E), dist(v), weight(e)$

#### Ensure:
Updated $dist(v)$ such that $\forall (u \rightarrow v) \in E \ dist(v) - dist(u) \leq weight(u \rightarrow v)$

1: $Q1 \leftarrow \emptyset, Q2 \leftarrow \emptyset$
2: for all $e \in E$ do
3: if $dist(v) > dist(u) + weight(u \rightarrow v)$ then
4: append $u$ to $Q1$
5: end if
6: end for
7: while $Q1$ not empty do
8: $u \leftarrow pop(Q1)$
9: for all $v$ adjacent to $u$ in $G$ do
10: if $dist(v) > dist(u) + weight(u \rightarrow v)$ then
11: delete subtree rooted at $v$
12: if $u$ was in the subtree deleted above then
13: return negative cycle detected
14: else
15: $dist(v) \leftarrow dist(u) + weight(u \rightarrow v)$
16: make $v$ a child of $u$ (constructing subtree)
17: append $v$ to $Q2$
18: end if
19: end if
20: end for
21: if $Q2$ is empty then
22: return completed: $dist$ satisfies constraints
23: else
24: $Q1 \leftarrow Q2, Q2 \leftarrow \emptyset$
25: end if
26: end while

#### 2.7 Binary search to find the optimal period

It is possible to find the optimal period with hold and setup constraints by Linear Programming as in [5, 6, 7], or by binary search [8, 9, 10, 11]. The binary search
approach has been chosen in this thesis.
An upper bound of the period is the maximum max delay (the period of the circuit without clock skew). A lower bound is the Maximum Mean Cycle explained on the previous section were Howard’s [25] algorithm responds quasi linear on average case.

The binary search builds a constraint graph for a target period and uses the Improved Bellman-Ford (Algorithm 3) to test if that period is valid. It is important to use the improved version because the binary search expects to test invalid periods, and an invalid period is generating a constraint graph with a negative cycle.

Next Figures will show some periods between the lower and the upper bounds of the example.

- Upper bound is \( \max_{e \in E} \text{MAX}_e = 4 \)
- Lower bound is \( \text{MMC} = 2.5 \)

Figure 2.5 shows how the lower bound, a period of 2.5, is not a valid period using Hold Constraints. There are several negative cycles, for example: \( A \to C \to B \to A \) with weight -2. It is not possible to assign skews to nodes that satisfy all constrains. This period is also used on the timeline of Figure 2.4 where violations can be interpreted.

Figure 2.5: Constraint graph for period 2.5 . Negative cycle \( A \to B \to A \) with weight -0.5 , \( B \to C \to B \) with weight -0.5, and \( A \to C \to B \to A \) with weight -2

Figure 2.6 shows how a period of 3, is not a valid period using Hold Constraints. There is a negative cycle \( A \to C \to B \to A \) with weight -1. It is not possible to assign skews to nodes that satisfy all constrains, but it is possible to view how to fix this negative cycle. Increasing the min delay of one Hold Constraint \( A \to C \) or decrease the delay of any of the Setup Constraints \( C \to B \) or \( B \to A \).

Figure 2.7 shows the constraint graph of the same example using a period of 3.5. In this case 3.5 is a valid period. This Figur shows the values calculated by Bellman-Ford algorithm starting from A.
Figure 2.6: Constraint graph for period 3. Negative cycle $A \rightarrow C \rightarrow B \rightarrow A$ with weight $-1$.

Figure 2.7: Constraint graph for period 3.5 with Bellman-Ford distances (skews).
2.8 Slack Graph

The slack graph is isomorphic to the constraint graph with different information on the edges. Once the skew has been assigned to all nodes, the slack is the maximum time the nodes can still differ from each other without breaking any constrain.

The slack of an edge between \( i \) and \( j \) is \( S_{ij} = X_i + W - X_j \) and it is always positive if the assigned skews are valid.

Figure 2.8 shows the example with slack values for the 35 Period solution. Notice how the critical cycle \( A \rightarrow C \rightarrow B \rightarrow A \) has 0 accumulated slack.

![Slack graph with Bellman-Ford distances for period 3.5. From the constraint graph of Figure 2.7.](image)

2.9 Distributed Slack Graph

The slack of an edge gives the criticality of that edge depending on the assigned skews of its source and destination registers. This slack depends on how the skews where assigned and it cannot be used to determine the real criticality of that edge on a global context. However, it is possible to distribute this slack around the cycle in a way that all edges get the corresponding global slack.

A **Distributed Slack Graph** is an Slack Graph where for each node the minimum input slack is the same as the minimum output slack. The skew assignment that has this property is unique. This problem is also called *minimum balanced* problem and Young,Tarjan,Orlin [27] solve it using a parametric shortest path algorithm that can be used to calculate the *maximum mean cycle* and the *minimum balanced graph*. This new slacks can be assigned to registers and become a node property instead of an edge property that measures criticality of the node.

A simple algorithm that distribute pairs of nodes and iterates until there is no more unbalanced pairs has been tested and performs very well for big circuits. The fact that all edges have a similar delay by design makes this algorithm to perform few iterations.
Figure 2.9 shows the example with a period of 3.5 with distributed slacks. Nodes (Table 2.1) and edges (Table 2.2) can be sorted by criticality. This information can be used by engineers to optimise the circuit at these points.

Table 2.1: Top critical nodes by distributed Slack

<table>
<thead>
<tr>
<th>Node</th>
<th>Distributed Slack</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0</td>
</tr>
<tr>
<td>B</td>
<td>0</td>
</tr>
<tr>
<td>C</td>
<td>0</td>
</tr>
<tr>
<td>D</td>
<td>1.5</td>
</tr>
</tbody>
</table>

Figure 2.9: Distributed slack graph for period 3.5
### Table 2.2: Top critical edges by distributed slack

<table>
<thead>
<tr>
<th>Edge</th>
<th>Distributed Slack</th>
</tr>
</thead>
<tbody>
<tr>
<td>A → C</td>
<td>0</td>
</tr>
<tr>
<td>C → B</td>
<td>0</td>
</tr>
<tr>
<td>B → A</td>
<td>0</td>
</tr>
<tr>
<td>A → B</td>
<td>0.5</td>
</tr>
<tr>
<td>B → C</td>
<td>0.5</td>
</tr>
<tr>
<td>C → D</td>
<td>1.5</td>
</tr>
<tr>
<td>D → A</td>
<td>1.5</td>
</tr>
<tr>
<td>A → D</td>
<td>2</td>
</tr>
<tr>
<td>D → C</td>
<td>2</td>
</tr>
<tr>
<td>C → A</td>
<td>3.5</td>
</tr>
</tbody>
</table>

Table 2.2: Top critical edges by distributed slack
Chapter 3

Clustering algorithms

This chapter presents two algorithms to cluster registers: the algorithm of Section 3.1 minimises the number of connections of the cluster graph, and the algorithm of Section 3.2 minimises the global period and the cluster placement.

3.1 Local Search to minimise the number of connections

The local search algorithm to minimise number of connections of the cluster graph starts from an initial clustering configuration and iteratively tries to move nodes from one cluster to any other that increase the global cost function. Not all movements are valid, since there are minimum and maximum size constraints on the clusters. It is not possible to move a node into a cluster which already has the maximum size, and it is not possible to move a node out of a cluster which has the minimum size. The initial clustering configuration is based on a topological order. The algorithm will try to move nodes until there is no node that can increase the cost function.

3.1.1 Cost Function

A Cost function gives a numeric quantification of how good a cluster configuration is. Having a register graph $G$ and a Cluster graph $CG$, the set of register edges (links) between two clusters and the total cost are defined as:

$$\text{links}(c_1, c_2) = (u, v) \in G \mid u \in c_1 \land v \in c_2$$

$$\text{TotalCost} = \sum_{c_1, c_2 \in CG} \frac{1}{\text{links}(c_1, c_2) + 1}$$

The cost function $\text{TotalCost}$ is a multiplicative inverse function. It is designed to reward movements that lead to a solution with few cluster edges by decreasing the
edges with less links. It is a better to decrease an edge with fewer links (the solution is closer to 0 links) than and edge with much more links (clusters will be connected anyway). For example, it is better to decrease the number of links from 5 to 4 than from 50 to 49. The local search is going to the solution where the edge with 5 to 4 links will become 0.

The TotalCost function has a range of values depending on the register graph and the number of clusters. The maximum and minimum cost are studied by constructing the best and worst case as follows:

**Maximum total cost**

For \( N \) nodes in \( C \) clusters the maximum cost of the function is from a clustering with no links between clusters. Two different expressions are shown depending on if self loops are minimised or ignored. The cost of not being connected to all clusters is the total number of possible edges \( C^2 \) (or without self loops: \( C \times (C - 1) \)) times the cost of the edge \( \frac{1}{1} \).

\[
\text{MaximumCost}_{\text{self loops}} = C^2 \times \frac{1}{1} = C^2
\]

\[
\text{MaximumCost}_{\text{no self loops}} = C \times (C - 1) \times \frac{1}{1} = C^2 - C
\]

**Minimum total cost**

For \( N \) nodes in \( C \) balanced clusters the minimum cost of the function is from a clustering with all possible edges between clusters. Two different expressions are shown depending on if self loops are minimised or ignored. A complete register graph with \( \frac{N}{C} \) links between clusters has a total cost of the number of edges \( C^2 \) (or without self loops: \( C \times (C - 1) \)) times the cost of each edge \( \frac{1}{N + 1} \).

\[
\text{MinimumCost}_{\text{self loops}} = C^2 \times \frac{1}{N + 1} = \frac{C^2}{N + 1}
\]

\[
\text{MinimumCost}_{\text{no self loops}} = C \times (C - 1) \times \frac{1}{N + 1} = \frac{C^2 - C}{N + 1}
\]

**3.1.2 Cluster graph adjacency matrix**

A function that calculates the cost function of a cluster edge needs to know the number of links of that edge. It needs to count how many register edges are between the clusters. As the number of clusters is expected to be small, it is affordable to store \( C^2 \) costs. A cluster graph adjacency matrix is a \( C \times C \) matrix storing the
number of links for each cluster edge. This data structure is used by the algorithm in Section 3.1 to have constant access to the number of links for a given cluster edge, and to update the cost of a cluster edge incrementally when moving one node from one cluster to another.

### 3.1.3 Local Search algorithm

The LocalSearch Algorithm 4 tries to move one node at each iteration until no node can be moved. The key of the algorithm is at the computation of the increment on the cost function when moving one node needs to be cheap. The same node can be moved several times because the configuration is constantly changing. Nodes need to be visited again every time the configuration has been changed because this change can make the movement possible.

#### Algorithm 4 LocalSearch

Require: list is a List of all nodes; all nodes are assigned to clusters.

Ensure: There is no node movement that can improve the cost function.

```plaintext
1: while noimprove_counter < list.length() do
2:    node ← list.next()
3:    improvement ← Move(node) (Tries to move node to another cluster, improving the cost function.)
4:    if improvement > 0 then
5:        noimprove_counter ← 0
6:    else
7:        noimprove_counter ← noimprove_counter + 1
8:    end if
9: end while
```

A node can be moved (Algorithm 5) to another cluster if the origin cluster is bigger than the minimum cluster size and the destination cluster is smaller than the maximum cluster size. Moreover, a node is moved if it increase the total cost. The Move function calculates the cost of the matrix before moving the node, and the cost after moving it to all possible destinations. The MoveNode function change the assignation of the node to the new cluster and only needs to go through all predecessors and successors to calculate how the links will be affected on the adjacency matrix. Thanks to this matrix there is no need to go through all nodes and edges of the register graph to calculate the TotalCost value. At the end it moves the node to the best destination, if it increase the cost.

#### 3.1.4 Example

This section shows an example of one iteration of the LocalSearch algorithm. Having an initial clustering configuration of 9 nodes and 3 clusters as in Figure 3.1, a cost increment of moving the node u to cluster C or B will be calculated.

The range of TotalCost (ignoring self loops) in this example will be:
Algorithm 5 Move

Require: node is the node to be moved; current\_cluster is the current cluster of node; configuration is the current clustering solution.

Ensure: The node is moved to a better cluster configuration with higher cost value; configuration is updated according to the movement; returns the cost increment.

1: \( \text{current\_cost} \leftarrow \text{TotalCost}(\text{configuration}) \)
2: \( \text{increment} \leftarrow 0 \)
3: if current\_cluster.size() > MIN\_SIZE then
4:   for all cluster do
5:     if cluster.size() < MAX\_SIZE then
6:       \( \text{new\_configuration} \leftarrow \text{MoveNode}(\text{node, cluster, configuration}) \) {Moves the node into cluster cluster for a cluster configuration, returns the new configuration}
7:       \( \text{cost} \leftarrow \text{TotalCost}(\text{new\_configuration}) \) {MoveNode can calculate the increment of cost at the same time that is generating the new configuration.}
8:     if cost > current\_cost then
9:       \( \text{increment} \leftarrow \text{increment} + \text{cost} - \text{current\_cost} \)
10:      \( \text{current\_cost} \leftarrow \text{cost} \)
11:     \( \text{configuration} \leftarrow \text{new\_configuration} \)
12:   end if
13: end if
14: end for
15: end if
16: return increment
• Minimum : \( \frac{C^2 - C}{C^2 + 1} = \frac{9 - 3}{9 + 1} = 1.5 \)

• Maximum : \( C^2 - C = 6 \)

The cost of a given configuration is calculated from the adjacency matrix (in this example self loops are ignored). Notice how to update the matrix when a node is moved depends only on the predecessors and successors of that node. The initial configuration cost and the improvements of moving the node \( u \) are the following:

**Initial Configuration** Figure 3.1 has a TotalCost \( = \frac{1}{2} + \frac{1}{2} + \frac{1}{2} + \frac{1}{2} + \frac{1}{2} + \frac{1}{2} = 3.75 \).

**Moving \( u \) to \( C \)** Figure 3.2 has a TotalCost \( = \frac{1}{2} + \frac{1}{2} + \frac{1}{2} + \frac{1}{2} + \frac{1}{2} + \frac{1}{2} = 4.20 \). It increments the cost with 0.45.

**Moving \( u \) to \( B \)** Figure 3.3 has a TotalCost \( = \frac{1}{2} + \frac{1}{2} + \frac{1}{2} + \frac{1}{2} + \frac{1}{2} + \frac{1}{2} = 4.53 \). It increments the cost with 0.78. The node \( u \) will be moved into cluster \( B \) because it maximises the cost more than moving it to \( C \).
3.2 K-means by position and skew

The algorithm of this section faces the clustering tradeoff between placement and performance. It is important to have compact clusters to minimise the total cost of distributing the clock signal to registers, as well as other benefits in terms of variability. Performance of the clustered solution is obviously also important. To be able to cope with the placement vs performance tradeoff the algorithm uses a parameter to tune the balance.

The algorithm uses K-means [16, 17, 18] to group registers that are closer in distance. For placement, Manhattan distances gives a better approximation of the final routing cost than euclidean distances because of the physical grid implementation. From the performance point of view the distance of skews is used as an heuristic to optimise the period. The heuristic comes from the idea that two registers with a similar skew, when grouped together, the lost of performance will be minimum. When grouping two registers with different skews, the maximum period that could be lost is the difference of skews.

If two registers $i$ and $j$ with skews $X_i$ and $X_j$ are grouped together implies that both will share the same skew and $X_i = X_j$.

No Hold Constraint can be violated when two registers are grouped because the minimum delay is always greater than 0.

\[
\text{Hold Constraint: } MIN_{ij} \geq X_j - X_i \quad \text{before}
\]
\[
MIN_{ij} \geq 0 \quad \text{after}
\]

Let $P_1$ be the period before grouping the 2 registers, and $P_2$ the period after grouping them. $P_2$ can be increased as much as $(X_j - X_i)$ compared to $P_1$.

\[
\text{Setup Constraint: } MAX_{ij} \leq P_1 + (X_j - X_i) \quad \text{before}
\]
\[
MAX_{ij} \leq P_2 + 0 \quad \text{after}
\]
\[
P_1 \leq P_2 \leq P_1 + (X_j - X_i)
\]
A global distance function is defined by composing the placement distance plus the skew distance using $\alpha$ and $\beta$ parameters to balance them. Forming a 3D space (skew-placement) for K-means.

\[
Distance(r_1, r_2) = \alpha \times DistancePlacement(r_1, r_2) + \beta \times DistanceSkew(r_1, r_2)
\]

\[
DistancePlacement(r_1, r_2) = abs(r_1.x - r_2.x) + abs(r_1.y - r_2.y)
\]

\[
DistanceSkew(r_1, r_2) = abs(r_1.skew - r_2.skew)
\]

The coordinates on the layout are provided by a placement algorithm, but there are many possible valid solutions to assign skews. It is possible to minimise the total skew [11], or distribute the slacks to classify registers and edges by criticality like in Chapter 2 Section 2.9 which sets skews far from the interval extremes (more robust to timing errors).

One good property that can be used in combination with placement is to have all non-critical registers in one big cluster, and small clusters for the critical registers to improve the period. After this clustering the big none-critical cluster can be re-clustered by placement without affecting performance.

The used skews are calculated by setting 0 to all registers and applying Bellman-Ford on the Slack Graph. Bellman-Ford will update just the registers that have a negative slack edge (a shortcut) and keep skew 0 to the none critical ones.

### 3.2.1 K-means

The K-means algorithm creates initial centroids spared on the skew-placement space. Each iteration of the algorithm assigns each node to the closest centroid, and it recalculates the new positions of the centroids as the mean position for each dimension (x, y, skew). K-means stops iterating when no node jumps from one centroid to another. On the Results Section 4.4.2 (Page 47) there are some figures that show the dimensions on a 3D plot.

### 3.2.2 Evaluation

To evaluate a clustering solution needs to be done from the performance point of view and from the placement point of view. The evaluation of the clustering in terms of performance is simply the period of the Cluster Graph. Described in Chapter 2. The evaluation in terms of placement is done by calculating spanning trees using Prim’s algorithm [20].

Prim’s algorithm starts from a node and builds the spanning tree by adding the closest node to the tree at each iteration. This algorithm has a computational cost of $\Theta(n^2)$ because the distance graph is complete.

Spanning trees can be hard to calculate for huge amount of nodes. For big circuits a “fast” option has been implemented that simplifies the space by dividing the area
Algorithm 6 K-means

1: movement ← true
2: while movement do
3:    movement ← false
4:    for all register r do
5:       new_cluster ← SearchClosestCluster(r)
6:       if new_cluster ≠ r.cluster then
7:          r.cluster ← new_cluster
8:          movement ← true
9:    end if
10:   end for
11:  RecalculateCentroids()
12: end while

into a grid and calculates the spanning tree of each cell area plus the global spanning tree using representants of each cell to connect all nodes. The computational cost remains the same $\Theta(n^2)$ but it is divided by the size of the grid.
Chapter 4

Results

This Chapter presents some results of executing the two algorithms of Chapter 3. The first section describes the execution environment, the second runs the algorithm to minimise the number of connections, the third study the performance using ISCAS benchmark and OpenSparc, the forth section uses the algorithm that combines performance with placement to study the tradeoff. Some illustrative plots are presented to show the skew-placement space of OpenSparc design.

4.1 Execution environment

The algorithms were implemented on the de-synchronisation flow of Elastix EDA tool. The synthesis and placement of the designs have been obtained from an industrial tool.

Elastix EDA tool with both algorithms have been executed on an Intel Core Duo 2 processor at 2.13GHz with 4MB cache and 4GB of RAM running linux 2.6.23.

ISCAS benchmark and OpenSparc are the tested designs in this section. The OpenSparc design from Sun Microsystems is an open source multi-processor and multi-thread design. A single processor has been used on these experiments which has: 190 inputs, 132 outputs, 15527 registers, and 480325 paths.

4.2 Number of connections

The LocalSearch algorithm presented on Chapter 3 Section 3.1 has been tested on the practical design OpenSparc because of its big size. Table 4.1 and the corresponding plot on Figure 4.1 show the results of 10 register clusters. Each execution for 10 clusters toke about 10 seconds.

The worst case scenario for 10 register clusters, plus 1 cluster for inputs, and 1 cluster for outputs is: 10 connections from inputs to register clusters, 10 from reg-
isters to output, and a complete connected graph of registers $10^2$. This worst case gives a 120 connections. The best case scenario is a pipe line with 11 edges.

The relation between nodes (15849) and edges (480325) is about 30 edges per node. This big relation could mean that if the clustering is not aware of connections could easily generate a strongly connected cluster graph. For example a clustering of the k-means algorithm based on placement gives 113 connections, and based on performance 110. These two clustering examples prove how close to the worst case scenario a clustering algorithm can be without taking into account the connections.

Figure 4.1 shows the evolution of the algorithm when increasing the balance factor. The balance factor allows the algorithm to build clusters of different sizes. A balance factor of 0.2 means that a cluster can be 0.2 times bigger or smaller than the mean size. The plot uses the standard deviation as a real measure instead of the balance factor that just provides limits on the cluster sizes. Notice how the evolution is not monotonic: the solution with balance 0.5 is worst than the solution of 0.4. This behaviour happens because the algorithm implements a heuristic and the optimal solution is not guaranteed. The results can be improved by running the algorithm several times adding some in-determinism and changing the initial solution (currently based on topological order).

<table>
<thead>
<tr>
<th>Balance</th>
<th>#edges</th>
<th>std</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001</td>
<td>108</td>
<td>5.100</td>
</tr>
<tr>
<td>0.1</td>
<td>93</td>
<td>152.491</td>
</tr>
<tr>
<td>0.2</td>
<td>87</td>
<td>302.920</td>
</tr>
<tr>
<td>0.3</td>
<td>86</td>
<td>406.967</td>
</tr>
<tr>
<td>0.4</td>
<td>84</td>
<td>573.358</td>
</tr>
<tr>
<td>0.5</td>
<td>85</td>
<td>693.251</td>
</tr>
<tr>
<td>0.6</td>
<td>79</td>
<td>800.991</td>
</tr>
<tr>
<td>0.7</td>
<td>77</td>
<td>905.689</td>
</tr>
<tr>
<td>0.8</td>
<td>78</td>
<td>1072.582</td>
</tr>
<tr>
<td>0.9</td>
<td>74</td>
<td>1157.232</td>
</tr>
<tr>
<td>1.0</td>
<td>64</td>
<td>1258.712</td>
</tr>
<tr>
<td>1.5</td>
<td>59</td>
<td>1579.163</td>
</tr>
<tr>
<td>2.0</td>
<td>48</td>
<td>1904.196</td>
</tr>
</tbody>
</table>

Table 4.1: Number of edges on the cluster graph. For 10 cluster solution on OpenSparc.
Figure 4.1: Local search solution minimising number of connections for 10 clusters on Sparc. Showing the solution based on placement, and the solution based on performance.
4.3 Performance

This section studies how the algorithm behave in terms of performance. Optimum periods are calculated with several cluster solutions using ISCAS benchmarks and OpenSparc circuit.

4.3.1 ISCAS

To evaluate the performance of ISCAS benchmark the k-means algorithm with 100% on skew has been run it. Table 4.2 and 4.3 show some of ISCAS circuits. These tables show the name of the circuit, the total number of nodes (including inputs outputs and registers), the total number of edges, and the optimum period. Table 4.2 shows the values for Hold&Setup period and Table 4.3 for just Setup period. The period with Hold&Setup constraints is calculated by the binary search (Chapter 2 Section 2.7), and the period with only Setup Constraints is given by the maximum mean cycle (Chapter 2 Section 2.3). The optimum period (P_opt) is the period of having as many clusters as registers has the circuit, plus one cluster for inputs and another for outputs.

These tables compare 1, 3, and 5 cluster solutions with the optimum period. The 1-cluster solution represents the period of the circuit without applying clock skew optimisation because all registers are synchronised (have the same clock signal). The periods are printed using normalised values to appreciate the relative value of the period compared to the optimum one.

Some important results are described on the next items:

- Both tables represent the same clusters but the skews used by k-means algorithm have been calculated by using just Setup Constraints. The algorithm will behave better on optimising Setup period than Setup&Hold period, but it can not be conclude that the average values for Setup period are better than the values of Setup&Hold just because of this. Adding Hold constraints change completely the instance of the problem.

- Some circuits are acyclic (s1196 and s1238) and no setup period exist because there are no cycles. The period in this case can be defined as 0 because it is possible to assign infinite skews to registers without braking any setup constraint. However, there is always a Hold&Setup period because these two constraints are creating cycles by construction.

- The Setup Period is always smaller than the Hold&Setup because the second has all the extra Hold constraints to satisfy. Hold&Setup Period can be improved up to the Setup Period by fixing all violations on Hold constraints. This can be done by adding delays on some min delay paths. The Setup period is the reference to use because it can be achieved.

- It is important to compare the optimum period (P_opt) with the worst one (1 cluster) to understand the possible margin that is possible to improve by using clock skew. Notice that the proportion between them is just 1.223 (22.3%).
for Hold&Setup and 1.291 (29.1%) for Setup. This difference represents the maximum gain achievable by using clock skew. Notice how circuit $s_{35932}$ (Table 4.3) has the same Setup Optimum Period and 1-cluster period, which means that the maximum delay is on the critical cycle and it cannot borrow time from any other register.

- The expected improvement from 1 cluster to 3 and 5 clusters can be easily seen with the average values. For Setup&Hold Period: starting from the worst case of 1-cluster with 1.223 of the optimal, can be improved to 1.120 with 3 clusters and to 1.105 with 5 clusters. This means that on average, the 5-cluster solution is at 10.5% closer to the optimum period. For just Setup Period: 1-cluster is at 1.291 of the optimal, 3 clusters at 1.097 and 5 clusters at 1.042 (4.2% of the optimum period). A closer evolution of the period by increasing the number of clusters is studied with the OpenSparc circuit on Section 4.3.2.

- The best results with Setup period and 3 clusters are obtained on circuits: $s_{35932}$ (100% even for 1 cluster), $s_{510}$, and $s_{832}$. The circuits $s_{641}$ and $s_{713}$ also achieve the optimal period with 5 clusters.

- The period of 5 clusters is always better than the period for 3 clusters. It is desirable that the period decreases monotonically when the number of clusters increases. This behaviour is not guaranteed by the algorithm as it can be seen on the next section with OpenSparc.

- All executions are really fast. For example, the execution time for clustering the circuit $s_{38417}$ took only 0.822s for 3 clusters and 0.74s for 5 clusters.

### 4.3.2 OpenSparc

To evaluate the evolution of the period by increasing the number of clusters, the k-means algorithm with 100% skew has been run it on OpenSparc. The Table 4.4 shows the period from the worst case solution (1 register cluster, 1 input cluster, and 1 output cluster) to the best possible period (as many clusters as registers). Figure 4.2 shows how the progression is not monotonic. For example, the heuristic is giving better period for 3 clusters than for 4, and it is possible to get same period as 3 clusters just by splitting one of them.

The execution time to clusterize is small compared to the time to calculate the skews. For example, the 3 cluster solution took 25.7s to find the optimal period and calculate the skews, and 7.26s to clusterize it.
<table>
<thead>
<tr>
<th>Circuit</th>
<th>Normalised Setup&amp;Hold Period</th>
</tr>
</thead>
<tbody>
<tr>
<td>name</td>
<td>nodes</td>
</tr>
<tr>
<td>s1196</td>
<td>46</td>
</tr>
<tr>
<td>s1238</td>
<td>46</td>
</tr>
<tr>
<td>s13207</td>
<td>429</td>
</tr>
<tr>
<td>s1423</td>
<td>96</td>
</tr>
<tr>
<td>s15850</td>
<td>203</td>
</tr>
<tr>
<td>s298</td>
<td>23</td>
</tr>
<tr>
<td>s35932</td>
<td>1795</td>
</tr>
<tr>
<td>s38417</td>
<td>1698</td>
</tr>
<tr>
<td>s38584</td>
<td>1410</td>
</tr>
<tr>
<td>s386</td>
<td>20</td>
</tr>
<tr>
<td>s400</td>
<td>30</td>
</tr>
<tr>
<td>s444</td>
<td>30</td>
</tr>
<tr>
<td>s510</td>
<td>10</td>
</tr>
<tr>
<td>s526</td>
<td>30</td>
</tr>
<tr>
<td>s5378</td>
<td>244</td>
</tr>
<tr>
<td>s641</td>
<td>77</td>
</tr>
<tr>
<td>s713</td>
<td>77</td>
</tr>
<tr>
<td>s820</td>
<td>42</td>
</tr>
<tr>
<td>s832</td>
<td>42</td>
</tr>
<tr>
<td>Average:</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.2: ISCAS benchmark with periods for Setup&Hold constraints. Showing cluster variations of 1, 3, and 5 clusters compared to the optimum period.
<table>
<thead>
<tr>
<th>Circuit name</th>
<th>nodes</th>
<th>edges</th>
<th>P_opt</th>
<th>Normalised Setup Period</th>
<th>1 cluster</th>
<th>3 clusters</th>
<th>5 clusters</th>
</tr>
</thead>
<tbody>
<tr>
<td>s1196</td>
<td>46</td>
<td>387</td>
<td>-</td>
<td>1.291</td>
<td>1.097</td>
<td>1.042</td>
<td></td>
</tr>
<tr>
<td>s1238</td>
<td>46</td>
<td>379</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>s13207</td>
<td>429</td>
<td>1445</td>
<td>0.946</td>
<td>1.1776</td>
<td>1.0264</td>
<td>1.0148</td>
<td></td>
</tr>
<tr>
<td>s1423</td>
<td>96</td>
<td>2235</td>
<td>2.008</td>
<td>1.3446</td>
<td>1.0478</td>
<td>1.0478</td>
<td></td>
</tr>
<tr>
<td>s15850</td>
<td>203</td>
<td>919</td>
<td>0.997</td>
<td>1.3159</td>
<td>1.0602</td>
<td>1.0251</td>
<td></td>
</tr>
<tr>
<td>s298</td>
<td>23</td>
<td>86</td>
<td>0.706</td>
<td>1.3994</td>
<td>1.1331</td>
<td>1.0113</td>
<td></td>
</tr>
<tr>
<td>s35932</td>
<td>1795</td>
<td>7051</td>
<td>1.259</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td></td>
</tr>
<tr>
<td>s38417</td>
<td>1698</td>
<td>33731</td>
<td>2.335</td>
<td>1.1375</td>
<td>1.0210</td>
<td>1.0158</td>
<td></td>
</tr>
<tr>
<td>s38584</td>
<td>1410</td>
<td>12058</td>
<td>0.979</td>
<td>2.0031</td>
<td>1.4188</td>
<td>1.2462</td>
<td></td>
</tr>
<tr>
<td>s386</td>
<td>20</td>
<td>129</td>
<td>0.827</td>
<td>1.1608</td>
<td>1.0073</td>
<td>1.0073</td>
<td></td>
</tr>
<tr>
<td>s400</td>
<td>30</td>
<td>175</td>
<td>0.694</td>
<td>1.4798</td>
<td>1.1383</td>
<td>1.0605</td>
<td></td>
</tr>
<tr>
<td>s444</td>
<td>30</td>
<td>175</td>
<td>0.752</td>
<td>1.2394</td>
<td>1.0519</td>
<td>1.0332</td>
<td></td>
</tr>
<tr>
<td>s510</td>
<td>32</td>
<td>103</td>
<td>1.023</td>
<td>1.0137</td>
<td>1.0000</td>
<td>1.0000</td>
<td></td>
</tr>
<tr>
<td>s526</td>
<td>30</td>
<td>167</td>
<td>0.694</td>
<td>1.4280</td>
<td>1.3501</td>
<td>1.1268</td>
<td></td>
</tr>
<tr>
<td>s5378</td>
<td>244</td>
<td>2180</td>
<td>1.021</td>
<td>1.5857</td>
<td>1.2968</td>
<td>1.1175</td>
<td></td>
</tr>
<tr>
<td>s641</td>
<td>77</td>
<td>486</td>
<td>1.059</td>
<td>1.2937</td>
<td>1.0085</td>
<td>1.0000</td>
<td></td>
</tr>
<tr>
<td>s713</td>
<td>77</td>
<td>486</td>
<td>1.144</td>
<td>1.1984</td>
<td>1.0804</td>
<td>1.0000</td>
<td></td>
</tr>
<tr>
<td>s820</td>
<td>42</td>
<td>213</td>
<td>1.164</td>
<td>1.0713</td>
<td>1.0034</td>
<td>1.0034</td>
<td></td>
</tr>
<tr>
<td>s832</td>
<td>42</td>
<td>213</td>
<td>1.186</td>
<td>1.0902</td>
<td>1.0000</td>
<td>1.0000</td>
<td></td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td></td>
<td></td>
<td></td>
<td><strong>1.291</strong></td>
<td><strong>1.097</strong></td>
<td><strong>1.042</strong></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.3: ISCAS benchmark with periods for Setup constraints. Showing cluster variations of 1, 3, and 5 clusters compared to the optimum period.
<table>
<thead>
<tr>
<th>Clusters</th>
<th>Setup Period (ns)</th>
<th>% to $P_{opt}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.659</td>
<td>81.01</td>
</tr>
<tr>
<td>2</td>
<td>1.603</td>
<td>83.84</td>
</tr>
<tr>
<td>3</td>
<td>1.451</td>
<td>92.63</td>
</tr>
<tr>
<td>4</td>
<td>1.471</td>
<td>91.37</td>
</tr>
<tr>
<td>5</td>
<td>1.421</td>
<td>94.58</td>
</tr>
<tr>
<td>6</td>
<td>1.409</td>
<td>95.39</td>
</tr>
<tr>
<td>7</td>
<td>1.390</td>
<td>96.69</td>
</tr>
<tr>
<td>8</td>
<td>1.380</td>
<td>97.39</td>
</tr>
<tr>
<td>9</td>
<td>1.380</td>
<td>97.39</td>
</tr>
<tr>
<td>10</td>
<td>1.371</td>
<td>98.03</td>
</tr>
<tr>
<td>11</td>
<td>1.377</td>
<td>97.60</td>
</tr>
<tr>
<td>12</td>
<td>1.369</td>
<td>98.17</td>
</tr>
<tr>
<td>14</td>
<td>1.371</td>
<td>98.03</td>
</tr>
<tr>
<td>15</td>
<td>1.363</td>
<td>98.61</td>
</tr>
<tr>
<td>16</td>
<td>1.364</td>
<td>98.53</td>
</tr>
<tr>
<td>17</td>
<td>1.361</td>
<td>98.75</td>
</tr>
<tr>
<td>19</td>
<td>1.358</td>
<td>98.97</td>
</tr>
</tbody>
</table>

$P_{opt}$: 1.344, 100.00

Table 4.4: Sparc Performance depending on the number of clusters

![Figure 4.2: Sparc clusters vs Period. Optimum period: 1.344, Optimum period with hold constraints: 1.565, Max Delay: 1.659](image-url)
4.4 Performance vs Placement

This section studies the relation between placement and performance. OpenSparc has been chosen because of its size (compared to ISCAS benchmark). First, a 5-cluster solution is explored in detail by balancing placement vs performance, and after some plots of the 3D space is showed to analyze how the k-means works.

4.4.1 A 5-cluster solution for OpenSparc

The k-means solution combining placement and performance is explored on OpenSparc design. Table 4.5 shows the Setup period and the spanning tree cost evolution from the 100% skew and 0% placement to the 0% skew and 100% placement. The period is given by the maximum mean cycle with Howard’s algorithm (Chapter 2 Section 2.4) and the Spanning Tree column represents the sum of spanning trees of each cluster (using Prim’s algorithm). Figure 4.3 shows the evolution of the period and Figure 4.4 shows it for placement. Figure 4.5 plots the trade-off between having a good clustering in terms of performance or in terms of placement. The engineer can choose the solution that fits better the requirements. The solution with 40% skew and 60% placement appears to be a good balanced solution. Notice how extreme solutions behave irregular because of the noise from the other parameter (the small percentage noise).

<table>
<thead>
<tr>
<th>Skew %</th>
<th>Placement %</th>
<th>Period (ns)</th>
<th>Spanning Tree (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0</td>
<td>1.421</td>
<td>107070</td>
</tr>
<tr>
<td>90</td>
<td>10</td>
<td>1.421</td>
<td>106951</td>
</tr>
<tr>
<td>80</td>
<td>20</td>
<td>1.413</td>
<td>106751</td>
</tr>
<tr>
<td>70</td>
<td>30</td>
<td>1.413</td>
<td>106614</td>
</tr>
<tr>
<td>60</td>
<td>40</td>
<td>1.411</td>
<td>106344</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>1.471</td>
<td>103587</td>
</tr>
<tr>
<td>40</td>
<td>60</td>
<td>1.471</td>
<td>100282</td>
</tr>
<tr>
<td>30</td>
<td>70</td>
<td>1.659</td>
<td>94746</td>
</tr>
<tr>
<td>20</td>
<td>80</td>
<td>1.659</td>
<td>93239</td>
</tr>
<tr>
<td>10</td>
<td>90</td>
<td>1.659</td>
<td>93020</td>
</tr>
<tr>
<td>0</td>
<td>100</td>
<td>1.648</td>
<td>92972</td>
</tr>
</tbody>
</table>

Table 4.5: Sparc 5-cluster Performance vs Placement: Balance percentage, Setup Period, and sum of all 5 spanning trees.
Figure 4.3: Sparc with 5 clusters. Using K-means balancing skew and placement by increments of 10%
Figure 4.4: Sparc with 5 clusters. Using K-means balancing skew and placement by increments of 10%
Figure 4.5: Sparc with 5 clusters. Total wire length vs Period
4.4.2 OpenSparc skew-placement space

To show how k-means is grouping by distance on the skew-placement space the OpenSparc has been used with 5 clusters.

Figures 4.6, 4.7, 4.8, 4.9, 4.10, and 4.11, are a list of plots to illustrate 3 solutions. The 2d and 3d space of solutions with 0%-100%, 100%-0%, and 50%-50% are printed.

100% placement  Figure 4.7 shows how the area is perfectly partitioned into 5 clusters and Figure 4.6 shows how skews are grouped by columns. This solution gives the worst possible period because it is grouping nodes that need some skew difference to get the optimal period.

100% skew  Figure 4.8 shows how clusters are based on layers of the skew dimension. It produce one big cluster for skew 0 and other small clusters for different levels. regs1 is the big cluster that can be re-clustered by placement if desired. The skew of the cluster is annotated on the right side of the plot and shows the common skew for all nodes of the cluster. Figure 4.9 shows how regs2 and regs3 are spared around all the surface and overlapping their areas. The nodes of cluster regs4 are not badly grouped from the point of view of the spanning tree because nodes are spared but in compact blocs. Finally, the cluster regs5 is compact on all dimensions.

50% - 50% Figure 4.10 compared to Figure 4.8 shows how giving 50% to placement the k-means algorithm is able to fix clusters regs2 and regs3 by grouping them in terms of placement. Cluster skews are annotated on the right side showing small differences comparing with the 100% skew solution. Changing the skew of a cluster pulls other clusters as it happens for regs4 and regs5 when regs2 and regs3 skews are reduced.
Figure 4.6: 3D Sparc with 5 clusters. K-means with 100% placement
Figure 4.7: 2D Sparc with 5 clusters. K-means with 100% placement
Figure 4.8: 3D Sparc with 5 clusters. K-means with 100% skew
Figure 4.9: 2D Sparc with 5 clusters. K-means with 100% skew
Figure 4.10: 3D Sparc with 5 clusters. K-means with 50% skew 50% placement
Figure 4.11: 2D Sparc with 5 clusters. K-means with 50% skew 50% placement
Chapter 5

Conclusions

Optimisation algorithms for clustering of circuit registers belongs to the heuristic world. The size of circuits is too big for algorithms that behave slower than linear. Moreover, algorithms needs to optimise several tradeoff properties like performance, placement, connections, etc. The presented algorithm for connections minimisation gives good results and it can be easily extended to optimise other properties. The K-means algorithm can provide good performance combined with a good placement. Both algorithms can be used incrementally. It is possible to re-cluster a subset of nodes. For example the engineer can start with an initial cluster based on performance and recluster the non critical clusters based on connections or placememt to minimise other properties as area or wire length.

The binary search to find the optimal period and the two clustering algorithms have been implemented on Elastix Corporation EDA tool. These algorithms are currently used on the De-synchronisation flow of that tool. Algorithms have been tested with public ISCAS benchmark and OpenSparc processor on the Results section.

Future Work

Some improvements can be done to the current local search algorithm. It is possible to add layout positions, skew, and slack to the cost function and be able to combine connections, placement and performance tradeoff on the same algorithm. The idea of combining everything can result into an algorithm that gives bad results for each characteristic, but it needs to be explored. The current local search is fast and it can be improved by converting it into an Iterative Local Search Algorithm, adding some perturbations to be able to find a better solution.

K-means algorithm is also very fast, some computation can be added to improve the quality:

- The distance function can be improved by adding the distributed slack information to know how flexible is a register.
• Refine the process by reassigning skews to registers according to the current cluster solution and checking if any register is better placed in another cluster.

• The critical cycles are known since the beginning and they can be used to add constraints between registers. Two registers can not be on the same cluster if they belong to a critical cycle with different skew. This has been explored during the thesis but it did not give better results. It needs a second chance.

It has been noticed that exists a critical core of registers. Other algorithms based on linear programming or SAT can be designed to solve the critical core of the problem, and assign the non critical ones with other heuristics.
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