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Abstract—A new method for the deadlock prevention problem in concurrent systems where a set of processes share a set of common resources in a conservative way is proposed. It can be applied to flexible manufacturing systems, modeled with Petri nets. In this paper, we present a set of important results related to the deadlock prevention problem in $S^4 PR$ nets. First, a liveness characterization is introduced, establishing how deadlocks can be studied in terms of circular waits. Second, we show how a circular wait situation corresponds to a particular marking related to a siphon of the Petri net model. Finally, this last characterization is used to obtain an iterative method that successively forbids deadlock related states, synthesizing the control necessary to ensure a final live behavior. The method can be implemented by means of the solutions of a set of integer linear programming problems.

Index Terms—Deadlock prevention, Petri nets.

I. INTRODUCTION

From an abstract point of view, the goal of the paper can be stated as follows: we are looking for a control to be added to an automated system in such a way that the controlled system becomes able to carry out each production order. The point of view that we have adopted is the one that looks at the system as a Resource Allocation System (RAS). Then, we can see the system as composed of two main elements. Processes: each part that enters the system is a process. A process will be modeled as a token that moves through the Petri net. There is a set of types of processes: one type per each type of part to be produced. Each process is composed of a set of states, related to the different operations (either transformations or handling) to be carried out over the part that it models. Each state has associated a (multi-)set of resources needed for the corresponding processing step (including the buffering capacity of the resource that holds the part). Resources: each physical element composing the cell (a machine, a buffer, a robot, a conveyor, a tool, etc) is a resource. Each resource has a given capacity (the number of parts that, at a given time, the resource is able “to store/to be used by”). In this context, it is well–known that if a deadlock occurs at a given state, a circular–wait exists: a set of processes such that each process, in order to change its state (to advance to the next processing step), needs some resources which are, at that time, being used by some other process in the set. In order to deal with this problem, usually several approaches have been adopted. All of them constrain the evolutions of the non–controlled system in such a way that no circular–wait state can be reached. But they establish the control in a slightly different way (even if, in some cases, it is difficult to find the border line between them), being the one used here deadlock prevention [1], [2], [3], [4], [5]. Since solving the problem for any given system is quite complicated, different partial models (corresponding to more restrictive application cases) have been solved. As stated above, these systems involve both, processes and resources, and usually are defined imposing restrictions either on the class of processes considered or on the way that the resources can be used by a process at a given state. The main constraint related to the processes refers to the availability of different routings in the system; another important question is whether a part can choose different paths once it is in the system or not. The first feature is offered in some models, but most of them do not allow on–line decisions, and the path is fixed once the part selects one of the available routes [6], [7], [8]. Only a few studies [1], [2], [3], [9], [10], [11], [12] allow on–line decisions related to the part routing. The main constraint related to resources refers to the number and types of resources that are allowed to be used by a process at a given state. In most previous papers only one resource of a unique type (just the buffering capacity of the resource that holds the part) was allowed at each state of each process (the “Single–Unit RAS”, as named in [13]). This constraint was relaxed in [3] and solved for the more general case in [14], [15], [1], [16], [12]. It is worth noting that [4], [17] provide solutions for unrestricted classes of Petri nets, with the only limitation that they transform the models to equivalent ordinary Petri nets. Here we concentrate on those sequential RAS with routing flexibility and a allowing a multi–set of resources to be used at each processing step. Moreover, we also allow resources to be acquired/released in free (conservative) way. Let us summarize in a very brief way the approach that we follow here. As in previous research work [2], [3] we are using Petri nets as formal models, and our approach is based on the structure of the model: we try to get as much information as possible from the structure of the Petri net modeling the resource allocation system, avoiding in this way the state space explosion problem. In [1] a necessary condition for non–liveness based on siphons of the Petri net model of $S^4 PR$ nets is presented, and used to apply a deadlock prevention control policy. In [15], a more refined condition also based in siphons is given, allowing a more permissive solution for the same problem. Finally, [12] presents a liveness characterization based on the same structural components. In this paper, we present a set of important
results related to the deadlock control problem in $S^4PR$ nets. First, the liveness characterization is presented, establishing how deadlocks can be studied in terms of circular waits. Second, we show how a circular wait situation corresponds to a particular marking related to a siphon of the Petri net model. The liveness characterization we provide is very similar to the one presented in [12]. Finally, this characterization is used to obtain an iterative method that successively forbids deadlock related states, synthesizing the control necessary to ensure a final live behavior. Other iterative methods are presented in [18], [1], [19], [4], [17]. The method introduced here is based on the solution of a set of integer linear programming problems, and it is implemented by means of the addition of some new places which behave as “virtual” resources, imposing some generalized mutual exclusions among some process states. Notice that [11], [12] also use mixed integer linear programming to test for the existence of deadlock problems.

The paper is organized as follows: Section II introduces the class of nets considered; Section III presents a liveness analysis for this class; Section IV shows the proposed iterative control policy, which in Section V is applied to an example. Finally, in Section VI some conclusions are presented.

II. A CLASS OF NETS FOR PRODUCTION SYSTEMS

The $S^4PR$ class will be presented in a compact way. Check [20], [3] for a constructive, process-oriented approach.

Definition 1: Let $I_N$ be a finite, non-empty, set of indices. An $S^4PR$ is a connected generalized self-loop free Petri net $N = (P,T,C)$ where: 1) $P = P_0 \cup P_S \cup P_R$ is a partition such that: a) $P_S = \bigcup_{i \in I_N} P_{S_i}$, where for each $i \in I_N$, $P_{S_i} \neq \emptyset$, and for each $i, j \in I_N, i \neq j$, $P_{S_i} \cap P_{S_j} = \emptyset$. b) $P_0 = \bigcup_{i \in I_N} \{p_0\}$. c) $P_R = \{r_1, r_2, \ldots, r_n\}, n > 0$. 2) $T = \bigcup_{i \in I_N} T_i$, where for each $i \in I_N, T_i \neq \emptyset$, and for each $i, j \in I_N, i \neq j$, $T_i \cap T_j = \emptyset$. 3) For each $i \in I_N$, the subnet $N([p_0, P_{S_i}, T_i])$ is a strongly connected state machine such that every cycle contains $p_0$. 4) For each $r \in P_R$ there exists a unique minimal P–Semiﬂow $Y_r \in \mathbb{N}^{|T|}$ such that \{r} = $\|Y_r\| \cap P_R, P_0 \cap \|Y_r\| = \emptyset, P_S \cap \|Y_r\| = \emptyset$, and $Y_r[r] = 1$. 5) $P_S = \bigcup_{i \in I_N} \{\|Y_r\| \setminus \{r\}\}$.

In order to complete the modeling of the system dynamics, an initial marking must be provided. Tokens in a reachable marking can have different meanings: A token in a place $p \in P_S$ will model an active process (a part being processed) whose state is modeled by means of place $p$ (the part is at the state represented by this node). Tokens in a place $r \in P_R$ will model the available buffering capacity of resource $r$ (buffering capacity will be used to represent either capacity or availability). Markings need to represent states that have a physical meaning. In this sense, only acceptable initial markings, as defined in the following, will be considered. If the system is well defined, and its initial marking is “correct”, all the markings that are reachable from it will represent possible states of the system, and will have a physical meaning.

Definition 2: Let $N = (P_0 \cup P_S \cup P_R, T, C)$ be a $S^4PR$. Then, $(N, m_0)$ with $m_0$ defined as follows is a $S^4PR$ with an acceptable initial marking: 1) $\forall p_0 \in P_0, m_0[p_0] > 0$; 2) $\forall p \in P_S, m_0[p] > 0$; 3) $\forall p \in P_S, \forall r \in P_R, m_0[r] \geq Y_r[r]$. Let us remark the following facts: The initial marking of $p_0$ (condition (1)) represents the maximal number of parts of the type modeled with this net that are allowed to be concurrently processed in the system. This initial marking can be chosen in such a manner that $p_0$ becomes implicit [21], and then, the modeling of open systems is possible (parts in the system are limited only by resources). No process is active at the initial state (condition (2)). The buffering capacity of each resource is such that each processing step can be executed when the isolated execution of one process is considered (condition (3)). These properties guarantee that when an acceptable initial marking is considered, a part can be processed in isolation, i.e., the system is well–defined.

For a given resource, $r$, and based on the minimal P–Semiﬂow $Y_r$, the holders of resource $r$ is defined as the set of process places using this resource.

Definition 3: Let $N = (P_0 \cup P_S \cup P_R, T, C)$ be a $S^4PR$. Let $r \in P_R$. The set of holders of $r$ is the support of the minimal P–Semiﬂow $Y_r$ without place $r$: $H_r = \|Y_r\| \setminus \{r\}$.

This definition can be extended in the natural way to sets of resources Why the name “holder”? Let us consider the net in Figure 1 and the resource place $R2$. For it, $H_{R2} = \{P1,2, P1,3, P2,1\}$; considering $Y_{R2} = R2 + P1,2 + 2 \cdot P1,3 + P2,1$, each time a token enters place $P1,2$, one token “disappears” from $R2$ (maintaining the invariant relation), i.e., an active process in $P1,2$ is “holding” one capacity unit of the physical resource represented by place $R2$ (if it advances to $P1,3$, one more token is consumed).

In a $S^4PR$ Petri net each transition has a unique input process state place (whose weight is equal to one) and zero or more input resource places. Extending the definitions presented in [8] for SU–RAS, and given a marking, $m \in RS(N, m_0)$, a transition $t$ is said to be $m$–process—enabled (or, process—enabled at $m$) if, and only if $\bullet t \cap P_S \neq \emptyset$, and $m[\bullet t \cap P_S] \neq 0$. That is, the transition is enabled by the corresponding process place (an active process is ready to fire, or a process is ready to be activated). A transition is $m$–resource—enabled (or, resource—enabled at $m$) if, and only if $\forall r \in (\bullet t \cap P_R) \cdot m[r] \geq Pre[r, t]$. That is, no resource place is preventing the firing of $t$. Notice that a transition is enabled at marking $m$ if it is $m$–resource—enabled and $m$–process—enabled.

III. LIVENESS ANALYSIS OF $S^4PR$ MODELS

We are going to present a set of liveness characterizations for $S^4PR$ nets. The first one (Theorem 4) does not use siphons, but concentrates on states where circular wait situations appear. The second one (Theorem 5), obtained from the first one, characterizes deadlock problems in terms of siphons and some related markings. Finally, the last one (Theorem 7) is also based on siphons, but establishes in a more clear...
way how deadlocked processes can be located around siphon components. All the proposed characterizations are equivalent to the one proposed in [23]. The main advantage of the one proposed in Theorem 7 is that it induces an efficient way of preventing deadlocks in $S^4PR$ nets as it will be shown.

**Theorem 4 ([20]):** Let $\langle N, m_0 \rangle$ be a marked $S^4PR$. The system is non–live if and only if there exists a marking $m \in RS(N, m_0)$ such that the set of $m$–process–enabled transitions is non–empty and each one of these transitions is $m$–resource–disabled.

In the example of Figure 1, at marking $m_1 = 2 \cdot P1_2 + 2 \cdot 98 \cdot P1_0 + 100 \cdot P2_0$, transition $T3$ is the only $m_1$–process–enabled transition, which is disabled by $R2$. Therefore, the system is non–live.

A marking $m \in RS(N, m_0)$ verifying the conditions of Theorem 4 will be called a deadlocked marking. The term bad marking will also be used. Theorem 4 relates non–liveness to the existence of a marking where active processes are blocked. Their output transitions need resources that are not available. These needed resources cannot be generated (released by the corresponding processes) by the system (the transitions are dead) because there exist a set of circular waits between the blocked processes. This concept of circular waits can be captured by the existence of a siphon (in Petri Net terms) whose resource places are the places preventing the firing of the process–enabled transitions. The following theorem shows that, when a bad marking as in Theorem 4 exists, a related siphon can be constructed; the reverse is also true. This establishes the bridge between behavior and model structure.

**Theorem 5 ([20]):** Let $\langle N, m_0 \rangle$ be a marked $S^4PR$. The net is non–live if and only if, there exists a marking $m \in RS(N, m_0)$ and a siphon $D$ such that $m[P_D] > 0$ and the firing of each $m$–process–enabled transition is prevented by a set of resource places belonging to $D$. Moreover, the siphon $D$ is such that: $D_R = D \cap P_R = \{ r \in P_R \mid \exists t \in r^* \text{ such that } m[r] < \text{Pre}[r,t] \text{ and } m[\bullet r \cap P_S] > 0 \} \neq \emptyset$; $D_S = D \cap P_S = \{ p \in P_D \mid m[p] = 0 \} \neq \emptyset$.

This theorem says that each one of these siphons is composed of resources with an insufficient marking for one of their input transitions that is process enabled, together with places that are holders of these resources and are empty at this marking. In the example of Figure 1, at marking $m_1 = 2 \cdot P1_2 + 98 \cdot P1_0 + 100 \cdot P2_0$, transition $T3$ is dead and the siphon $D1 = \{ P1_3, P2_1, R2 \}$ fulfills conditions stated in the previous theorem: $R2$ is preventing the firing of $T3$, which is process–enabled, and all the places in $D1_S$ ($D1_S = \{ P1_3, P2_1 \}$) are empty.

A siphon $D$ and a marking $m \in RS(N, m_0)$ verifying the properties of Theorem 5 will be said to be a bad siphon and a $D$–deadlocked marking, respectively. For a given bad siphon $D$, in the following the next notation will be used: $\forall p \in P_S : Y_D[p] = \sum_{r \in D} Y_r[p]$. Notice that $Y_D$ is the total amount of resource units belonging to $D$ (in fact, to $D_R$) used by each active process in $p$.

**Definition 6:** Let $\langle N, m_0 \rangle$ be a marked $S^4PR$. Let $D$ be a siphon of $N$. Then, $Th_D = H_D \setminus D_S$ is the set of thieves of $D^2$.

The utility of this set will be understood later; for now, it should be clear that it represents places of the net that use resources of the sipho and do not belong to it. The following liveness characterization establishes that when a $S^4PR$ is not live, there exists a deadlocked marking such that all the active processes are “stealing” tokens from the set of resources of an associated siphon. This alternative characterization is useful to generate a deadlock prevention solution, allowing us to concentrate on siphons and their thieves, “forgetting” those active processes that are not related to the siphons, and giving better computational results when controlling the system.

**Theorem 7 ([20]):** Let $\langle N, m_0 \rangle$ be a marked $S^4PR$. The net is non–live if and only if, there exists a siphon $D$, and a marking $m_D \in RS(N, m_0)$, such that: 1) $m_D[P_D] > 0$, 2) $m_D[P_S \setminus Th_D] = 0$. 3) $\forall p \in Th_D, m_D[p] > 0$, the firing of each $t \in p^*$ is prevented by a set of resource places belonging to $D$.

This liveness characterization directly relates bad markings with system states in which all the active processes stay in thief places of a bad siphon. This will be specially useful when trying to control the system in order to ensure a live behavior since it shows that the potential problems are located around siphons.

**IV. AN ITERATIVE CONTROL POLICY**

Let us present the proposed control policy, implemented in several steps. For this, the characterizations of Theorem 5 and Theorem 7 will be used, together with the net state equation.

Let us give some intuition about this using the reachability graph of the $S^4PR$ of Figure 1, which is depicted in Figure 3. Reachable states can be classified into three categories: The first one (type 1) contains those markings from which $m_0$ is reachable. These markings are not involved in deadlock problems (the shadowed states in Figure 3). The second class (type 2) is composed of those markings that are not $D$–deadlocked for any siphon, and such that $m_0$ is not reachable from them. Finally, the third class (type 3) is composed of those markings that are $D$–deadlocked for some siphon $D$ (depicted as black boxes in the Figure).

Since we are able to relate markings of type 3 with bad siphons, the control policy will be based on the addition of some restrictions related to bad siphons, trying to forbid as few states as possible, in order to prevent just the detected bad markings (markings of type 3). Once a given marking has been forbidden (by means of the addition of an adequate control place, which will impose firing restrictions), the resulting system still belongs to the $S^4PR$ class. Therefore, the method can continue looking for a new bad marking, forbidding it, and so on, in an iterative way.

**A. Computation of deadlocked markings**

The following proposition relates liveness with the existence of a solution for the proposed system of inequalities.

3We will use sometimes in the following $Th_D$ to show the relation among these two sets.
The systems form a linear representation of a bad marking given a known bad siphon as introduced in the statement of Theorem 5.

**Proposition 8 (20):** Let \( ∧, m_0 \) be a marked \( S^4PR \). The net is non-live if and only if there exist a siphon \( D \) and a marking \( m \in RS(∧, m_0) \) such that the following set of inequalities has, at least, one solution:

\[
\begin{align*}
\forall t \in T \setminus P_0, & \quad m[P_s] > 0 \\
\forall t \in T \setminus P_0, & \quad \text{being } \{p\} = *t \cap P_s, \\
\forall r \in D_R, & \quad m[p] \geq e_t \\
& \quad e_t \geq m[p] / sb[p] \\
\forall r \in T \setminus P_0, & \quad m[r] / Pre[r, t] \geq e_{rt} \\
& \quad e_{rt} \geq \frac{m[r] - Pre[r, t] + 1}{m_0[r] - Pre[r, t] + 1} \\
\forall r \in P_R \setminus D_R, & \quad \forall t \in r^* \setminus P_0, \quad e_{rt} = 1 \\
\forall r \in T \setminus P_0, & \quad e_t \in \{0, 1\} \\
\forall r \in P_R, & \quad \forall t \in r^* \setminus P_0, \quad e_{rt} \in \{0, 1\}
\end{align*}
\]

Let us make some comments about the variables used in these inequalities. \( sb[p] \) denotes the structural bound of \( p \) [24]. The first inequality is the same as in Theorem 5 (there are some active processes). For each \( t \in T \setminus P_0, e_t \) indicates whether \( t \) is \( m^+ \)-process-enabled or not. If \( t \) is process-enabled, \( m[p] \geq sb[p] \), so \( m[p] / sb[p] > 0 \), and, as \( e_t \in \{0, 1\} \), it must be 1. Variable \( e_{rt} \) indicates whether \( t \) is enabled by \( r \) at \( m \). If \( t \) is enabled by \( r \) at \( m \), \( m[r] / Pre[r, t] \geq 1 \), \( m[r] / Pre[r, t] \geq 1 \), \( m[r] - Pre[r, t] + 1 \), \( m_0[r] - Pre[r, t] + 1 \), \( m[r] / Pre[r, t] < m_0[r] - Pre[r, t] + 1 \); then, \( e_{rt} \) must be 0.

The existing bad siphons and their related bad markings need to be computed in order to control the system. Our next goal is to formulate the above system of inequalities in order to be able to obtain a bad siphon, together with its related bad markings. The characterization presented in Theorem 5 allows a simple reformulation of these equations. To do that, an algebraic siphon characterization is necessary. In [25], [26] a characterization of this kind is given for traps. It is straightforward to adapt it to the case of siphons. The result establishes that each solution of the following set of inequalities:

\[
\begin{align*}
\forall p \in P, & \quad \forall t \in *p, \quad v_p \leq \sum_{q \in *t} v_q, \quad v_p \in \{0, 1\}, \\
\forall p \in P, & \quad \forall t \in *p, \quad v_p \text{ is a siphon (its components are those places whose associated variable } v_p \text{ is 1). As it will become clear later, this result is not adequate in this original form, and it has to be transformed into an equivalent form using negated logic (this approach is similar to the one proposed in [26] and also in [27]). A siphon is the set of places whose associated variables in the following set of inequalities is 0:
\end{align*}
\]

\[
\sum_{p \in P, \forall t \in *p} v_p \left( \bigwedge_{q \in *t} v_q - \bigwedge_{q \in *t} v_q' + 1 \right) = 0, \quad \forall p \in P, \forall t \in *p.
\]

In order to compute a bad siphon, conditions of Proposition 8 can be completed by the addition of the following equations: A set of constraints representing the siphon, \( v_p \geq \sum_{q \in *t} v_q - \bigwedge_{q \in *t} v_q' + 1 \), \( v_p \in \{0, 1\}, \forall p \in P, \forall t \in *p \). A restriction that avoids the whole net as solution: \( \forall p \in P, \forall t \in *p, v_p \leq \sum_{q \in *t} v_q - \bigwedge_{q \in *t} v_q' + 1 \).

\[
A set of restrictions relating resource places that are avoiding the firing of a process-enabled transition and the siphon. For this, \( e_t, e_{rt} \), as in the previous proposition are used together with the new introduced variables.

Let us show how this extension can be used to compute bad siphons and related bad markings.

**Proposition 9 (20):** Let \( ∧, m_0 \) be a marked \( S^4PR \). The net is non-live if and only if there exist a siphon \( D \) and a marking \( m \in RS(∧, m_0) \) such that the system of inequalities (2) has a solution with \( D = \{p \in P_S \cup P_R | v_p = 0\} \):

\[
\begin{align*}
\forall p \in P \setminus P_0, & \quad \forall t \in *p, v_p \geq \sum_{q \in *t} v_q - \bigwedge_{q \in *t} v_q' + 1 \\
\sum_{p \in P \setminus P_0} v_p \leq \sum_{p \in P \setminus P_0} v_p \leq |P \setminus P_0| \\
\forall t \in T \setminus P_0, & \quad \text{being } \{p\} = *t \cap P_s, \\
& \quad m[p] \geq e_t \\
& \quad e_t \geq m[p] / sb[p] \\
\forall r \in P_R, & \quad m[r] / Pre[r, t] + v_{rt} \geq e_{rt} \\
& \quad e_{rt} \geq \frac{m[r] - Pre[r, t] + 1}{m_0[r] - Pre[r, t] + 1} \\
\forall r \in P_R, & \quad \forall t \in r^* \setminus P_0, \quad e_{rt} \in \{0, 1\} \\
\forall p \in P \setminus P_0, & \quad v_p \in \{0, 1\} \\
\forall r \in P_R, & \quad e_{rt} \in \{0, 1\} \\
\forall p \in P, & \quad \forall t \in *p, \quad v_p \in \{0, 1\}
\end{align*}
\]

(2)

The characterization introduced in this proposition is not directly applicable to control the system, since a reachable marking is needed and we do not want to use reachable markings (our goal is to avoid the enumeration of the set of reachable markings). Therefore, we are going to propose an alternative approach using the set of potentially reachable markings (markings obtained as solutions of the state equation). Remember that we use \( PRS(∧, m_0) \) to make reference to the set of solutions of the state equation.

**Proposition 10 (20):** Let \( ∧, m_0 \) be a marked \( S^4PR \). If the net is non-live, there exists a marking \( m \in PRS(∧, m_0) \), with \( m[P_S] > 0 \), and a siphon \( D \) such that the following system of inequalities has, at least, one solution with \( D = \{p \in P_S \cup P_R | v_p = 0\} \):

\[
\begin{align*}
m = m_0 + C \cdot \sigma \\
m \geq 0, & \quad \sigma \in Z_+^{|P|} \\
\end{align*}
\]

(3)

This proposition does not provide a complete characterization (as it was the case in Proposition 9). It only provides a necessary condition for deadlock. The reason is the (possible) existence of spurious solutions: markings that are solutions of the net state equation but are not reachable. This is not a problem when the objective is to obtain a live system: the only consequence can be that control places also forbid some markings which are not reachable. In this way, a system with more control than needed can be obtained which will be, in any case, live. A siphon and the corresponding marking fulfilling conditions in Proposition 10 will be called a potential bad
siphon and a potential \( D \)-deadlocked marking, respectively. However, and for the sake of simplicity, they will be called bad siphon and \( D \)-deadlocked marking. Even some work has been done on efficient techniques for computing minimal siphons [28], the approach we are going to propose does not need to obtain all the solutions of the system of Proposition 10. The considered method computes a bad siphon, controls it by means of the addition of the adequate place, and then iterates this process. The reason for this is clear: the added control will modify the system behavior and some bad markings associated to another siphons can be forbidden. We are going to transform the system of equations into another one that will obtain just one siphon as solution. This raises the question of how to decide which siphon to control. The proposed approach selects the siphon with a minimal number of places in the hope that controlling first smaller siphons may help to avoid the control of the bigger ones. The following corollary introduces the problem.

**Corollary 11 ([20]):** Let \( \langle \mathcal{N}, m_0 \rangle \) be a marked \( S^4 \text{PR} \). If the net is non–live, then there exist a siphon \( D \) and a marking \( m \in \text{PRS}(\mathcal{N}, m_0) \) such that the following set of inequalities has, at least, one solution with \( D = \{ p \in P_S \cup P_R \mid v_p = 0 \} \):

\[
\begin{align*}
\text{maximize} & \quad \sum_{p \in P} v_p, v_p \\
\text{s.t.} & \quad \text{System (3)}
\end{align*}
\]

The solution of this problem is a bad siphon, \( D \), and a \( D \)-deadlocked marking, \( m \). No special consideration has been done about the \( D \)-deadlocked marking associated to the siphon, while some restrictions about minimality have been done for \( D \). Nevertheless, we do not want to avoid only just this \( D \)-deadlocked marking but also all the deadlocked markings related to the siphon. In consequence, a new problem needs to be solved: once the siphon is known, which are the deadlocked markings for it? The approach considered here is to compute some selected ‘representative’ markings that can be used to avoid all the related \( D \)-deadlocked markings. This will be accomplished here in either one of two alternative ways: looking at the maximal number of resources available at \( D \)-deadlocked markings; looking at the minimal number of active processes at \( D \)-deadlocked markings. For this, it will be useful to return to Proposition 8. The equations presented there were constructed supposing that the siphon was known. Let us use them in order to construct the associated \( D \)-restrictions.

The restriction \( m[P_S \setminus T h_D] = 0 \) from Theorem 7 can be added since the siphon is now known.

**Definition 12:** Let \( \langle \mathcal{N}, m_0 \rangle \) be a marked \( S^4 \text{PR} \). Let \( D \) be a bad siphon. The set of \( D \)-restrictions is:

\[
\begin{align*}
\text{m} = m_0 + C \cdot \sigma \\
m \geq 0, \sigma \in \mathbb{Z}_{+}^{|T|} \\
m[P_S \setminus T h_D] = 0
\end{align*}
\]

**Definition 13:** Let \( \langle \mathcal{N}, m_0 \rangle \) be a marked \( S^4 \text{PR} \). Let \( D \) be a bad siphon, \( m_{D_{max}} \) and \( m_{D_{min}} \) are defined as follows:

\[
ILPP_D^{max} : \quad m_{D_{max}} = \text{maximize} \sum_{r \in D_R} m[r] \quad \text{s.t. restrictions (5)}
\]

\[
ILPP_D^{min} : \quad m_{D_{min}} = \text{minimize} \sum_{r \in D_R} m[r] \quad \text{s.t. restrictions (5)}
\]

These two problems are, in some way, equivalent: either both have solution or none of them has solution. They look for deadlocked markings, concentrating on different points of view. That is, while \( m_{D_{max}} \) looks at the number of tokens in \( D_R \) at deadlocked markings, \( m_{D_{min}} \) looks at the number of active processes in places belonging to \( T h_D \) that are “stealing” tokens from \( D \) at deadlocked markings. When referring to a particular ILPP problem of the ones presented in Definition 13, \( ILPP_D^{max} \) or \( ILPP_D^{min} \) will be used. When referring to any of them \( ILPP_D \) will be used. Once a bad siphon \( D \) has been computed, it can be controlled using \( ILPP_D^{max} \) or \( ILPP_D^{min} \) in order to prevent \( D \)-deadlocked markings in two different ways: adding one control place ensuring that processes in \( T h_D \) are not using more resources than \( m_0[D_R] - m_{D_{max}} \). If this is the adopted approach (called the \( D \)-resource approach), the system will be said to be \( D \)-resource–controlled; alternatively, adding a control place ensuring that there will be no more than \( m_{D_{min}} - 1 \) active process in places belonging to \( T h_D \). If this is the adopted approach (called the \( D \)-process approach), the system will be said to be \( D \)-process–controlled. If the adopted method is not specified, the resulting system will be said to be \( D \)-controlled.

**Definition 14:** Let \( \langle \mathcal{N}, m_0 \rangle \) be a non–live \( S^4 \text{PR} \). Let \( D \) be a bad siphon, and \( m_{D_{max}} \) and \( m_{D_{min}} \) as in Definition 13. Then, the associated \( D \)-resource place, \( p_D \), is defined by means of the addition of the following incidence matrix row and initial marking:

\[
\text{C}_D[p_D, T] = - \sum_{p \in T h_D} C[p, T], \quad \text{and m}_0[p_D] = m_0[D] - (m_{D_{max}} + 1)
\]

The associated \( D \)-process place, \( p_D \), is defined by means of the addition of the following incidence matrix row and initial marking:

\[
\text{C}_D[p_D, T] = - \sum_{p \in T h_D} C[p, T], \quad \text{and m}_0[p_D] = m_{D_{min}} - 1
\]

To exemplify the previous definition, let us come back to the \( S^4 \text{PR} \) in Figure 1. \( D_1 = \{ p_1, p_2, p_3, p_4 \} \) was a bad siphon. According to Definition 14, two different control places can be added: \( D_1 \)-resource place:

\[
\text{C}_{D_1}^{P_D}[p_D, T] = \{ 0, -2, 2, 0, 0, 0, 0 \}, \quad \text{m}_0^{P_1}[p_D] = 3, \quad \text{and D}_1 \text{-process place} \quad \text{C}_{D_1}^{P_D}[p_D, T] = \{ 0, -1, 1, 0, 0, 0 \}, \quad \text{m}_0^{P_D}[p_D] = 1
\]

Figure 2 shows this process control place (which is named \( RC_{P/D} \) there).

Now, two important properties need to be proved for the added places. First, we are going to show that the initial markings for \( D \)-control places are non–negative (this is needed to ensure that the \( D \)-controlled net is a well–defined Petri net). As a second step, it will be shown that the added place can be seen as a new (virtual) resource (this is needed in order to iterate the process). For this second property, two things are needed: \( p_D \) must verify structure conditions to be a resource, and the (extended) marking must be acceptable in the resulting \( S^4 \text{PR} \) (See Definitions 1 and 2).

**Lemma 15 ([20]):** Let \( \langle \mathcal{N}, m_0 \rangle \), be a non–live \( S^4 \text{PR} \). Let \( D \) be a bad siphon, and \( m_{D_{max}} \) and \( m_{D_{min}} \) as in Definition 13. Let \( \langle \mathcal{N}_{PD}, m_0^{PD} \rangle \), \( \mathcal{N}_{PD} = \{ p_0 \cup P_S \cup P_R \cup \{ p_D \}, T, \text{C}_{PD} \} \).
be the net obtained by the addition of the $D$-resource place or the $D$-resource place. Then, $m_0^{PD}[p_D] > 0$.

Lemma 15 proves that the initial markings computed for a $D$-resource or a $D$-process control place are non-negative. The initial marking computed for a $D$-resource place can be non-acceptable. The question is to know which conditions ensure that such markings are acceptable. In Lemma 16 we are going to prove the following facts: The initial marking computed for a $D$-process place is always acceptable. Any $D$-process place will be also called $D$-process control place since it is always possible to use it to control the system. The initial marking computed for a $D$-resource place will be acceptable if and only if $m_0^{PD}[p_D] \geq \max_{p_T \in T_D} \{y_D[p_T]\}$. Those $D$-resource places for which the initial marking computed in Definition 13 is acceptable will be called $D$-resource control places.

**Lemma 16 ([20])**: Let $(\mathcal{N}, m_0)$ be a non-live $S^4PR$. Let $D$ be a bad siphon, and $m_D^{max}$ and $m_D^{min}$ as in Definition 13. The net $(\mathcal{N}^{PD}, m_0^{PD})$, $\mathcal{N}^{PD} = \langle P_0 \cup P_C \cup P_R \cup \{p_D\}, T, C^{PD} \rangle$, obtained by the addition of a $D$-process control place or a $D$-resource control place is a marked $S^4PR$.

As a consequence, the added place can be considered as a new (virtual) resource whose holders are $H_{PD} = T_{PD}$. Let us prove that the addition of any of the considered control places strictly reduces the size of the potentially reachable set.

**Lemma 17 ([20])**: Let $(\mathcal{N}, m_0)$ be a non-live $S^4PR$. Let $D$ be a bad siphon, and $m_D^{max}$ and $m_D^{min}$ as in Definition 13. Let $(\mathcal{N}^{PD}, m_0^{PD})$, $\mathcal{N}^{PD} = \langle P_0 \cup P_C \cup P_R \cup \{p_D\}, T, C^{PD} \rangle$, the $S^4PR$ obtained by the addition of the $D$-process control place or the $D$-resource place. Then, $|\text{PRS}(\mathcal{N}^{PD}, m_0^{PD})| < |\text{PRS}(\mathcal{N}, m_0)|$.

In our experience, the use of the $D$-resource approach gives more permissive controlled systems. In consequence, the approach we are going to propose will try to first apply the $D$-resource-control; if the resulting initial marking is not acceptable, then apply the $D$-process-control. Notice that no potential reachable marking in $\text{PRS}(\mathcal{N}^{PD}, m_0^{PD})$ can be $D$-deadlocked, which implies the same property for any reachable marking, since $R(S(\mathcal{N}^{PD}, m_0^{PD})) \subseteq \text{PRS}(\mathcal{N}^{PD}, m_0^{PD})$.

V. PREVENTING DEADLOCK PROBLEMS IN $S^4PR$

We have concentrated on the prevention of the bad markings related to a given bad siphon. An iterative algorithm is going to be proposed to control the whole system. It is structured in the following steps:

1) Compute a bad siphon using system (4).
2) Compute $m_D^{max}$ (Definition 13).
   * If the corresponding control place has an acceptable marking, go to the following step (Definition. 14).
   * If not, compute $m_D^{min}$ (Definition 13).
3) Add the control place. (Definition 14).
4) Go to the first step, taking as input the partially controlled system, until no bad siphons exist.

Theorem 18 ([20]): Let $(\mathcal{N}, m_0)$ be a marked $S^4PR$. The proposed algorithm applied to $(\mathcal{N}, m_0)$ terminates. The resulting controlled system, $(\mathcal{N}^C, m_0^C)$, is live.

Let us use the $S^4PR$ in Figure 1 to see how the algorithm works. In order to see the effect of the control policy, its reachability graph is depicted in Figure 3. The figure shows the deadlocked states (#16, #17, #18), the ones that lead in an inevitable way to them (#6, #11, #12, #13), and the ones a maximally permissive control policy should allow (the rest). Notice that the original system has 20 reachable markings from which the policy allow left 13. The markings forbidden by each restriction are shown in the figure by means of lines labeled with the name of the control place: the control place forbids the markings under the corresponding line. This system has 10 reachable states. Notice that the method also forbids 3 good states, showing that in the general case, it is not maximally permissive. To control the original $S^4PR$, four siphons have been computed and four new places have been added. In Figure 2 we can see the resulting $S^4PR$. Figure 3 shows the effect of the four control places added.

VI. CONCLUSIONS

This paper has concentrated on the class of $S^4PR$ nets, which model sequential RAS where on-line routing decisions are allowed and no constraint is imposed about the number and
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