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Abstract In real world situations, customer needs and preferences are changing
over time and induce segment instability. The aim of this paper is to explore the
patterns of customer segments’ structural changes. This study examines how busi-
nesses can gain better insight and knowledge through using data mining techniques
to support intelligent decision making in customer dynamics management. Up to
now, no attempt was done to describe and explain segments’ structural changes or
to investigate the impact of customer dynamics on these changes. In this paper, a
general method is presented based on rule mining and contrast set mining to describe
and explain this issue. This method provides explanatory and predictive analytics to
enlarge the opportunities for intelligent decision making in this area. The method is
implemented on two different data sets for more generalizability. The results show
that the method is capable in this domain. Based on the findings, a new concept
is developed in the domain of customer dynamics as “structure breakers” that rep-
resents a group of customers whose dynamic behavior causes structural changes.
The results provide knowledge through some if-then rules which would improve the
decision making ability of marketing managers.
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1 Introduction

With the advent and growth of information technology, intelligent decision making
has reached greater significance and has proved to have a particularly large potential
in many administrative, social, economic, business and medical issues. Intelligent
Decision support systems (IDSS) are a specific class of computerized information
systems that support business and organizational decision making activities. Intel-
ligent expert systems, rule-based systems and business intelligence tools are some
examples. These systems are developed with the goal of guiding users through some
of the decision making phases and tasks [1-4].

On the other hand, data mining technology extends the possibilities for intelligent
decision support by discovering and extracting hidden patterns and knowledge in data
through an inductive approach. Data mining techniques are capable in analyzing a
large amount of data to extract useful knowledge, and introduced as an important
component in designing intelligent decision support systems (IDSS) [3, 5]. In this
regard, this paper examines how data mining technology can support intelligent
decision making and can enlarge the opportunities for intelligent decision support
systems in customer relationship management (CRM).

The competitive business environment is continuously changing over time and
forces companies to analyze and understand customer needs, preferences and behav-
ior [6-8]. Organizations need to have a deeper understanding and more complete
view of customer behavior in order to gain a competitive advantage. One of the
most important issues that should be considered while analyzing customer behavior
is “customer dynamics” [9-14]. Actually, in today’s competitive business environ-
ment, customer behavior is often complex and uncertain. In fact, because of the
influence of psychosocial and environmental factors, customer behavior and pref-
erences are changing over time. Facing such a dynamic situation, it is necessary to
understand the changes of customer behavior and consider this dynamism in different
business-related activities to develop effective marketing strategies [15—18].

One of the most important and strategic marketing activities that should be con-
ducted by considering the dynamic nature of customer behavior, is customer segmen-
tation. In fact, in real world situations, customer needs and preferences are changing
and induce segment instability [9-12, 14, 16]. Based on [14, 18], customer segments
can change in several ways over time. New segments can appear, disappear, merge,
move, shrink or grow. The focus of this paper is on the changes in the type and com-
position of segments. These changes are very important and introduced as segments’
structural changes. For example, a segment may disappear over time; conversely, a
new group might appear. Two segments can be merged into one group or a segment
may split into two or more ones [19].

This paper focuses on analyzing dynamic customer behavior and investigating
its impact on segments’ structural changes. This study examines how businesses
can gain better insight and knowledge through using data mining techniques to sup-
port intelligent decision making in customer dynamics management. This paper is
a revised and extended version of our paper [20] published in IRI 2015. The main
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aim is to explore the patterns of customer segments’ structural changes. The main
question is how and in which manner segments’ structural changes occur. In other
words, are there any patterns or trends that can describe the structural changes? We
answered to these questions in our paper [20] published in IRI 2015. Our suggestion
was to use the sequential rule mining technique to extract such patterns and trends.

These rules can provide us with a good insight about patterns of segments’ struc-
tural changes. Furthermore, one of the main advantages and benefits of such rules is
to support intelligent decision making which is discussed in the current paper. The
intelligent agents and systems usually rely on a knowledge base containing a set of
rules. Accordingly, the focus of this study is to present a general method to provide
knowledge through some if-then rules to support intelligent decision making for cus-
tomer dynamics analytics and management. This method provides explanatory and
predictive analytics to enlarge the opportunities for intelligent decision making in
this area. The method is developed based on data mining techniques including rule
mining and contrast set mining.

Up to now, there has been no research on describing and explaining the manner of
segments’ structural changes. The researches have been conducted, extracted only
the types of segments over time to see if there is any change or not. No attempt
was done to describe and explain the structural changes or to investigate the impact
of dynamic customer behavior on segments’ structural changes. As the best of our
knowledge, our research is the first to develop a general method based on rule mining
techniques to approach this problem. A new concept is also developed in this study
in the domain of customer dynamics as “structure breakers”. We implement our
method on two different data sets to validate this concept and the proposed method.
This would allow for more generalizability of the new concept and method.

The structure of the paper is as follows: In Sect. 2, the related literature is briefly
reviewed. Section 3 explains the proposed method. The analysis of results is presented
for two different data sets in Sect.4. Section5 discusses the potential usefulness of
results in intelligent decision making. Finally, Sect. 6 deals with the conclusion.

2 Literature Review

2.1 Customer Relationship Management

Customer relationship management (CRM) has been identified as an important busi-
ness concept. All of the existing definitions consider it as a comprehensive process
of acquiring and retaining customers integrating with business intelligence concepts
in order to maximize the customer value [6, 18, 21].

CRM cycle includes four dimensions: customer identification, customer attrac-
tion, customer retention, and customer development. This cycle begins with customer
identification that has two elements: “customer segmentation” and “target customer
analysis” [10, 14]. Accordingly, customer segmentation has critical importance as
the first phase of CRM process [6, 22].
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2.2 Customer Segmentation

Customer segmentation is introduced as a strategic marketing and CRM activity
[6, 23]. It is defined as the process of dividing customers into distinct and meaningful
groups of homogeneous customers. It helps companies to build differentiated and
adopted strategies according to each group’s characteristics and to identify the most
profitable group of customers [6, 24].

One important issue in customer segmentation is the criteria and attributes on
which segmentation is performed. The RFM (Recency, Frequency and Monetary)
model is a common and well-known method for customer segmentation. RFM values
are defined as follows:

e R stands for “Recency” and relates to the time of the last purchase. This attribute
shows the time interval between the last purchase and the target time of analysis;

e F represents “Frequency”, indicating the number of purchases in a particular
period; and

e M stands for “Monetary”, showing the consumption of money during a certain
period

A segment of customers with higher values of “Frequency” and “Monetary” and
lower value of “Recency” is considered as the most valuable group [25].

Reference [26] proposed TFM model for customer segmentation in telecommu-
nication industry based on RFM model. Time and frequency respectively, show the
“average time” and “frequency” of using application services. Monetary indicates
the total amount generated for using different application services. As telecommu-
nication applications users may subscribe to applications every few minutes, the
Recency variable is not meaningful in these cases. It has proved that heavy and
valuable customers in telecommunication industry are the users who accumulate a
greater volume of service time (T), purchase services frequently (F) and amass large
billing amounts per month (M) [26].

2.3 Segment Instability

In real world situations, customer needs and preferences are changing over time and
induce segment instability [9-12, 14, 16]. Tracking the changes of customer seg-
ments is very important for companies to develop effective marketing strategies [27].
Reference [19] can be considered as the major study in this field that addressed
comprehensively the issue of dynamic segments in a review work. The basic related
theories are conceptually explored and a comprehensive review of literature is per-
formed [18]. It is notable that the focus of this study is on segment instability in
business-to-business markets. The authors defined segment instability as below:
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“Segment instability refers to a state of change in customers’ needs and what they
value within identified market segments, as well as changes in segment membership,
as triggered by internal to the customer and external to the customer change drivers,
and reflected by changes in segment contents and segment structure”.

One important issue emphasized in this paper is investigating the relation between
customer value change and segment instability. Developing tools that are capable of
forecasting the direction of segment changes integrating the theories of customer
value was recommended by these researchers.

Reference [10] also discussed the changing customer needs from the view point
of product development in a review research. They discussed different related sub-
jects including segment instability that was extensively documented. Some other
researchers, who have empirically investigated segments’ changes, are [9, 14, 27].
They have used the frequent item sets and association rule mining to mine the changes
of segments [18].

Investigating the published papers show that most of them have considered only
the content changes of segments. However, in real world situations, segments can
change in several ways: new groups can appear, disappear, merge, move, shrink or
grow over time [14, 18]. Accordingly, one of the challenging research areas can be
modeling the complex nature of structural changes of segments. The researches have
been conducted in this domain, extracted only the types of segments over time to
see if there is any change or not. No attempt was done to describe and explain the
structural changes.

2.4 Intelligent Decision Support Systems

Intelligent Decision support systems (IDSS) are a specific class of computerized
information systems that support business and organizational decision making activ-
ities. These systems are developed with the goal of guiding users in some of the
decision making phases and tasks. Intelligent expert systems, rule-based systems
and business intelligence tools are some examples [1—4]. The use of intelligent deci-
sion support systems allows to decrease the time for decision making and to improve
the quality and efficiency of decisions [28].

An IDSS has a data base, knowledge base, and model base. This paper is related
to the knowledge base as a key component in these systems. The knowledge base
holds problem knowledge, such as guidance for selecting decision alternatives or
advice in interpreting possible outcomes. A large number of applications of IDSSs
are based on the knowledge bases which have capabilities to maintain information and
knowledge in the form of rules (i.e. if-then rules, decision trees etc.). If information
about different scenarios is stored in these systems, it can provide a basis for taking
any suitable action in many unexpected circumstances [1, 28, 29].



140 E. Akhond Zadeh Noughabi et al.

2.5 Clustering

Clustering is an unsupervised data mining method that divides data into groups such
that the objects in each cluster are very homogenous but dissimilar to the objects in
other clusters [30]. We use the K-means algorithm in this study which is the most
common clustering method for customer segmentation.

This algorithm firstly selects K objects randomly as the initial centers of clusters.
Next, the remaining objects are assigned to the closest clusters based on the distance
between the object and the center of cluster. Then, the update and assign steps are
run repeatedly until the criterion function converges [30].

We use the Davies—Bouldin index for clustering validation in this study. It is one
of the most popular indexes and considers both the cohesion and separation concepts
[19]. The value of K that minimizes this index is selected as the optimal number of
clusters. This index is calculated as the following:

1 n
DB, = — R (D
ne i=1
R; = max;—y, ,, i+ Rij, ()
Ry = (S + S;)/d 3)

R;;j is a similarity measure between cluster C; and C;. S; and d;; are two measures
for the dispersion of a cluster and the dissimilarity between two clusters, respec-
tively [31].

2.6 Sequential Rule Mining

Sequential pattern mining which extracts the frequent subsequences in a set of
sequences was first proposed by Agrawal and Srikant (1995) [32-34]. This tech-
nique is not able to make predictions. To overcome this shortcoming, the sequential
rule mining technique is developed that can address the prediction issues [33].

A sequential rule is an expression of the form X— Y with two measures including
support and confidence. This rule indicates that if event X occurs, event Y is likely
to occur following the occurrence of X with high confidence or probability. The
support and confidence measures are used to quantify the significance of the rule.
The support implies the probability that the rule may occur in the sequence database.
The confidence indicates the support of the rule over the support of the antecedent
(X). When sequential patterns are extracted, sequential rules can be generated by
using a minimum confidence threshold [33, 35].

In this paper, we use the generalized sequential pattern (GSP) algorithm, which
is a basic and well-known sequential pattern mining technique. It is the gener-
alized form the algorithm proposed by [32]. The priority and advantage of this
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algorithm is considering time constraints and sliding time window. This algorithm
adopts an Apriori-like candidate set generation-and-test approach consisting of two
main phases: candidate generation and support counting. In the first pass, all frequent
single items (1-sequences) are extracted. The candidate 2-sequences are then formed
based on these single frequent sequences. After calculating the support of these can-
didates and selecting the frequent ones, the candidate 3-sequences are generated,
accordingly. This process is repeated until no more frequent sequences are found
[18, 36-39].

2.7 Contrast Set Mining

A special data mining task which is developed to find differences between con-
trasting groups is contrast set mining [40]. Comparing groups to find differences
between them can be very useful in many applications [39]. Contrast set mining can
be performed by using different techniques; for example decision tree induction,
rule learning and mining frequent item sets [40]. In this paper, we use distinguish-
ing sequential rules and emerging patterns that are explained in the following two
sub-sections.

Distinguishing sequential rules.

There are four types of distinguishing sequential patterns: site-characteristic, site-
class-characteristic, class-characteristic and surprising. This paper is in the domain
of the third type. In this field, a distinguishing sequential rule is defined as below
based on [18]:

“Given two sequence sets A and B, a distinguishing sequential rule contrasting
A from B, is a strong rule from A that does not match with the sequences of B with
high strength. In other words, the sequences of B do not approve the occurrence of
this sequential rule; in fact, this rule would be considered as a weak rule in B. The
strength and interestingness of such rules change significantly from one group of
customers to another.”

These rules are helpful for mining useful contrast knowledge and also for predic-
tion purposes [18, 34]. Reference [18] presented a framework for finding minimal
distinguishing sequential rules as below:

“Given two groups of sequences pos (positive) and neg (negative), two support
thresholds o} and a, (o) < @), and three confidence thresholds B, B, and B3(B; <
B, < B3), a sequential rule (r) is defined as a minimal distinguishing sequential rule
if and only if the following conditions are satisfied:

e High strength condition: r € L where L is the set of top-k sequential rules of
positive group that are extracted based on the following definition proposed by
[41]. The min confidence is set equal to B,.

Reference [41] defined mining top-k sequential rules as “discovering a set L con-
taining k rules such that for each rule r, € L, conf(r,,) > min conf and there exists
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noruler, ¢ L such that sup(r,) > sup(ry,) and conf(r,) > min conf. In fact, k rules
are discovered that have the highest support such that their confidence is higher
than the confidence threshold.

o Low strength condition: confes (r) < B Or SUPpPpeg (1) < o
Each of the above two options indicates low strength condition. In each case, we
face a weak rule with low strength and poor reliability. In the first one, we consider
only the confidence threshold, because the rules with low confidence are poor, even
if their support is high. The rules with suppye (r) < o, are considered as weak
rules with one exception mentioned in Note 1.

e Non-redundancy condition: r is a Non-redundant rule.
Assume r and r’ are two rules with the same support and confidence values that sat-
isfy the above both conditions. Sequential rule r: a — b is redundant with respect
to another rule r’: 8’ — b’ if and only if it can be inferred by rule r’. In other words,
rule r is redundant if and only if conf (r) = conf (1’) and supp(r) = supp(r’) and a’
Caandb CV.
The redundancy condition was derived from [41, 42] that discussed the non-
redundant sequential rules.

Notel: The mentioned exception in low strength condition is the rule satisfying both
0 < SUPPye, (r) < ay and Conf,e, (r) > B; conditions, because the rules with low
support and very high confidence are often interesting and provide new insights.
Actually, these rules indicate small groups in the negative group that behave the
same as the positive group members with a high confidence. Obviously, this affects
the strength of distinguishing rules and may reduce the accuracy of decisions and
predictions. The minimum threshold (o) for suppyeg is considered to remove the
rare items that may be noise or outliers.

Note 2: Considering that time constraints are essential to find more interesting rules
and to efficiently aid decision making [37], we suggest these constraints for mining
distinguishing sequential rules”.

Emerging patterns.

Emerging patterns are defined as item sets whose support values change significantly

from one data set to another. They can be used to find the emerging trends in time

stamped databases or to extract useful and interesting contrasts between different

classes and groups [9, 43]. Emerging patterns cover a wide range of techniques

including decision tree, frequent item sets, association rules, classifiers and etc. The

main idea is comparing two sets of patterns from two splits of data [14, 43].
Emerging patterns can be defined based on [43, 44] as below:

Rule r}*k is called an emerging pattern with respect to rule r}, if the following two
conditions are met:

1. The antecedent and consequent parts of the rules r}+k and r} are the same.
2. Supports of two rules are significantly different.
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3 The Proposed Method

The aim of this study is to present a general method to explore the patterns of customer
segments’ structural changes and to provide knowledge to support intelligent decision
making for customer dynamics management in segmentation analysis.

The proposed method is developed based on clustering, distinguishing sequential
rules and emerging patterns. This method includes 6 main steps. These steps are
explained in details below:

Step 0: Data collection and preprocessing.

This step includes data collection and preprocessing which is discussed in details
later.

Step 1: Detecting customer segments in each period and identification of struc-
tural changes.

This step includes three sub-steps as follows:

1. Clustering the customers based on TFM/RFM model in each period
Firstly, customer segments are identified in each period by using the K-means
algorithm. It is notable that the initial centers influence the results of the K-means
algorithm. In this regard, the initial centers are selected randomly in this paper
which is the common approach to choose the initial centroids. One technique that
is commonly used to address the problems of choosing initial centroids by random
is to perform multiple runs with a different set of randomly chosen initial centroids
and selecting the set of clusters with the minimum SSE or Davies—Bouldin [30].
Accordingly, we performed the algorithm 70 runs with a different set of randomly
chosen initial centroids for each K to select the optimum clusters. Normalizing
the TFM/RFM attributes is performed by the Min-Max normalization method.
The Davies—Bouldin index is used for the evaluation of the clustering results.

2. Analyzing and labeling the clusters
Analyzing and labeling the clusters are performed based on the model proposed
by [30] in the following manner:
The average of T/R and F variables in each cluster are calculated and compared
with their total average of all customers in the corresponding period. If the average
of T/R (F) variable in a cluster is greater or less than the overall average T/R (F), the
High (H) or Low (L) label is assigned to the corresponding variable, respectively.
For the M variable, three labels are considered including High1 (H1), High2 (H2)
and Low (L). The thresholds for the monetary categorization were chosen based
on the first 20 and 30 % of customers with higher values of monetary [16]. We
also assign the label “Inactive” to a customer when he/she does not have any
transactions during a period.

3. Identification of structural changes
The identification of structural changes is performed by comparing the types of
segments obtained in different periods.
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Step 2: Extracting the transition sequences.

In this step, an individual sequence is built for each customer indicating the history
of his/her membership to different segments over time. We name this sequence as
“transition sequence”. In this step, the transition sequences of all customers are
extracted.

Step 3: Categorizing the transition sequences of dynamic customers into two
groups.

In this step, the corresponding transition sequences to dynamic customers are
selected, firstly. Dynamic customers are those who do not remain stable or relatively
stable in one specific segment over time. Then, these sequences are classified into
two groups. The first group includes the transition sequences indicating the identified
structural changes. The transition sequences that include at least one state referring
to the structural changes are assigned to this group. The remaining sequences are
considered as the second group.

Step 4: Mining the distinguishing sequential rules of each group.

In this step, the distinguishing sequential rules of each group are extracted. To mine
the sequential rules, the sequential patterns are firstly extracted by using the GSP
algorithm. The sequential patterns are the ones that satisfy the minimum support
threshold and time constraints on the minimum and the maximum gap between two
adjacent items. Then, sequential rules are extracted from the set of obtained sequen-
tial patterns by using a minimum confidence threshold. To find the distinguishing
sequential rules, the framework of [18] is used.

In fact, there may be some identical and similar patterns relating to these two
groups which cannot provide any additional and special information about them. In
other words, this kind of rules cannot indicate the differences between the customers’
behavior of two groups and are not able to classify them. In contrast to these rules,
there may be some distinguishing rules that differentiate these two groups from each
other. These sequential rules capture what makes one group different from another
one and indicate their special characteristics. They can be also used for prediction
purposes.

In this step, by analyzing the rules of the first group that relates to identified
structural changes, we can understand how these changes occur. In other words,
these rules are representing the patterns of structural changes. The distinguishing
rules of the second group help us to understand the behavior of the customers of
this group and the difference between these two groups better. In fact, we obtain
three categories of rule: rules that distinguish group 1 from other customers, rules
that differentiate the second group from the first one and identical rules between two
groups. These three groups of rules firstly provide the marketing managers with a
good insight about the behavior of dynamic customers. Second, these rules can be
very helpful for prediction purposes and help the marketing managers to classify a
new customer into these two groups and to predict his/her behavior.
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Step 5: Mining emerging patterns in each group.

In this step, we try to find the contrast characteristics of these two groups by using
the definition presented in Sect. 2.7 and mining the frequent item sets. At this stage,
different characteristics of customers depend on the type of case and the aim of study
can be used. In this paper, we use the demographic features which are available
such as age, gender and etc. Based on the results of the previous step, a group
of customers is identified as “structure breakers” whose behavior causes structural
changes. The other group is named as “non-structure breakers”. This group includes
dynamic customers who switch between different segments over time but do not
cause any structural changes. The aim of this stage is to find the characteristics
that differentiate “structure breakers” from “non-structure breakers” or vice versa by
mining the frequent item sets of these two groups and finding the contrast sets. If the
difference between the support values of a frequent set in two groups is more than «,
this frequent set is detected as a contrast set. The parameter « is set by the user. The
obtained knowledge of this step can be very helpful for intelligent decision making.

4 Results

Here, we present the implementation of the proposed method and analysis of results.
Firstly, we discuss the results of dataset 1 in details. Next, the results analysis of data
set 2 is presented more briefly.

4.1 Results Analysis of Data Set 1

Data collection and preprocessing.

Among different businesses, the telecommunication industry and specially the
mobile telecommunication are the best examples of a dynamic market; the cus-
tomer behavior is very dynamic and complex in this industry. In this regard, we
implemented our method on a data of a telecommunication service provider, firstly.

The data source has been the database of this company. It includes approximately
150 fields and 400 million records for three years. These fields provide us with
detailed information about the usage of different services by customers; we know that
each customer used which kinds of services, when and in what amount. The duration
of using every service and obtained monetary value are available. The discount
amount for using each service is also identified.

The target population was selected randomly composed of 165,800 customers. In
this step, the data preprocessing was also performed including handling noise and
missing values, deleting duplicate data, and feature selection.
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Detecting customer segments in each period and identification of structural
changes.

The data includes 18 two-month periods. The length of time window to analyze
the users’ usage in this company was set to two months. Customer segments were
identified in each period by using the TFM model and K-means algorithm. The
Davies—Bouldin index was used to find the optimum number of clusters; the K
values of 2—12 were tested in each period.

It is notable that finding the best moment to perform a new analysis is very impor-
tant and challenging. Selecting the time intervals and the length of time window
depend on the type of business and the specific case study. Some businesses are
very dynamic and changing very rapidly over time while some are not. The experts’
opinion and domain knowledge can be also very helpful to find the best moment.
As mentioned above, the time window is set to two months in this paper; because
this company analyzes the users’ usage every two months. This relates to the char-
acteristics of business and the dynamic nature of customers’ behavior in this area.
Furthermore, these two-month periods are meaningful based on cultural issues and
special events in the related country that affect customer changing behavior.

Based on the results, six different groups of customers were obtained during 18
periods including HHH1, HHH2, HLH2, LHH2, HLL and LLL. For example, label
LHH?2 implies a group of customers with a lower average of T and greater average
of F comparing to the total average. The average of M variable for these customers
has been between the average of this variable for the first 20 and 30 % of customers.
Or segment HLH?2 indicates a group of customers with a greater average of T and
lower average of F comparing to the total average. The value of M variable for these
customers is the same as segment LHH2 which explained above.

The clustering results of the second period are shown as sample in Table 1. Clus-
ter_0, cluster_1 and cluster_2 are described as LLL, HHH2 and HHH1, respectively.

Table2 shows the structure of segments over 18 periods. Value 1 indicates that
the segment appeared in the corresponding period, while a zero value shows that it
did not appear.

As shown, segments HHH1, HHH2 and LLL appeared in all periods. Segment
LHH2 was present only three times. Segment HLH2 and HLL were created and
stabled after the seventh and twelfth periods, respectively. Accordingly, the main
structural changes occurred during the 18 periods include creating segments HLH2
and HLL.

Table 1 The centers of clusters (73)

ID | Cluster T_Mean F_Mean M_Mean Number of
customers
cluster_2 93.90 2715.29 1114845.55 13,270
2 cluster_1 78.12 1053.77 460211.51 45,620
cluster_0 70.86 289.28 145947.09 99,088
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Table 2 The structure of segments over 18 periods

Period Segment
HHH1 HHH2 LLL HLH2 LHH2 HLL

T
T2
T3
Ty
Ts
Ts
T7
Ts
To
Tio
T

U NI U VIS VI (U VIS VI V) VIS [NUIIS VI [RUING (VIS JRUINY VI VIR QUi
[ [V R (U R [ VR N UG R ) BV (R (VN N U N
U VI NI (VIR VI (NGNS VIR I UINY VI VIS VI (U (VIR BN U (SN
el e el e e e e L e e e e H el el Nl el el
S| O O|Oo| ORI OIOC|OO0O|O | =IO O|O|
Bl N el R el el el el S L=l E=A Rl ek el

It is notable that the structure of segments in periods 1, 7 and 13 are the same and
different from their neighbor periods. This is because of the changes in customers’
behavior in these three periods relating to a specific holiday. Based on the marketing
experts’ opinions of this company, most of customers use services for their busi-
nesses; so, their behavior changes in these periods. Hereafter, we do not consider
these three periods in our analysis; because the corresponding structural changes
relate to a special reason.

Extracting the transition sequences.

In this step, the transition sequences of all customers were extracted. Six samples
are shown in Fig. 1.

Categorizing the transition sequences of dynamic customers into two groups.

In this case, we defined the “static customer” and “dynamic customer” as below.

A customer is a “static customer” if he/she remained in one segment at least 13
times over 15 periods; otherwise, the customer is dynamic.

Accordingly, 44,462 customers were identified as “dynamic customers”. The
number of the transition sequences indicating the identified structural changes was
equal to 22,037. The remaining sequences composed of 22,425 records were con-
sidered as the second group.
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LLL— LLL — Inactive > LLL— LLL— LLL— LLL— LLL— LLL —
LLL—-> LLL—» LLL— LLL— LLL— LLL

HHH2— HHH1— HHH2— HHH2— HHH2— HHH2— HHH2— LLL—
LLL> LLL> LLL-> LLL—» LLL> LLL—> LLL

HHH2— HHH1— HHH2— HHH2— HHH2— LHH2— HHH2— HHH2—
HLH2— HLH2— HLH2— HLL— HLL— HLL— HLL

HHH2— HHH2— LLL— LLL— LLL— LLL— LLL— LLL— LLL—
LLL> LLL> LILL—> LLL—-» LLL—» LLL

HHH1— HHH1— HHH1— HHH1— HHH1— HHH1— HHH1— HHHI1 —
HHH1—» HHH1—> HHH1— HHH1—» HHH1— HHH1—» HHHI1

HHH2— LLL— LLL—- HHH2— LLL— LLL— LLL— LLL— LLL —
HLH2— LLL - HLH2— HLH2— HLL— HLL

Fig. 1 Samples of transition sequences

Mining the distinguishing sequential rules of each group.

To find the distinguishing rules, the proposed framework in Sect. 3 step 4 was used
by the following parameters:

a = 1%, 0 =4%, B, = 50%, B, = 70 % and B; = 90 %.

There are 92 rules that distinguish these two groups from each other. 48 rules
belong to the first group and 52 rules relate to the second group. 27 rules are identified
as “not-distinguishing” rules. Seven samples are shown in Table 3. The last two rows
show 2 samples of not-distinguishing rules. In these two cases, the support and
confidence values for the both groups are shown.

For example, the second rule implies a group of customers who were in segment
HHH2 and then migrated to HLH2. In fact, the frequency variable of these customers
decreased over time and led to create a new behavioral pattern with H, L and H2
values for T, F and M variables, respectively. This new behavioral pattern formed
segment HLH2. In other words, the changes in the behavior of these customers caused
to form a new segment named in HLH2.

In this section, we analyzed all the obtained distinguishing and not-distinguishing
rules. Accordingly, two groups of customers are identified as “structure breakers”
and “non-structure breakers” as the following:

“Structure breakers”: There is a group of customers whose behavior and the
dynamism of their behavior caused to form segments HLH2 or HLL. We name
these customers as “structure breakers”.

The analysis of obtained rules indicates two groups of customers whose changing
behavior causes to form segment HLH2: The customers with a high relative stability
in segment HHH?2 and a group of customers with a high relative stability in segment
LLL. The first group includes the customers whose behavior also causes creating
segment HLL. In fact, when the frequency variable of these customers decreases,
the monetary variable will fall after some periods. The second group contains the
customers whose average time of using services and monetary values increased over
time.
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Distinguishing rules of the structure breakers show that all the customers with a high
relative stability in segment HHH? are not structure breakers. But, the customers who
were firstly in segment HHH1 and then migrated to HHH?2 are structure breakers with
a high confidence. These customers will migrate to segment HLH2 and then HLL
over time. The customers, who shift between segments HHH1 and HHH2 with a
higher relative stability in HHH2, also follow this behavior. These rules help us to
detect the structure breakers more accurately. If a customer behavior is similar to
these patterns, he/she will be a structure breaker with high probability. It is notable
that every customer who belongs to segment LLL with a high relative stability, may
be a structure breaker or not.

“Non-structure breakers’’: The obtained rules from the second group imply another
group of dynamic customers who switch between different segments over time but
do not cause any structural changes. We name this group as “non-structure break-
ers”. Analyzing the distinguishing sequential rules of these customers indicate three
sub-groups: a group of customers who were relatively stable in segment LLL and
sometimes migrated to the inactive status; these customers finally churned. The sec-
ond group includes the customers who switched between segments HHH2 and LLL
with a higher relative stability in segment HHH2, but finally migrated to LLL. The
third group of customers was in segment HHH?2 and then migrated to LLL over time.

Mining emerging patterns in each group.

In this step, we tried to find the contrast characteristics of “structure breakers” and
“non-structure breakers” by using the method presented in Sect.3 step 5. We had
access to four attributes of customers including age, gender, job and geographical
region. For the age variable, we defined five categories based on the experts’ opinions
of this company. The job attribute is also classified into three categories: “jobless”,
“private jobs” and “governmental jobs”. The minimum support to find the frequent
item sets was considered equal to 5 %. The parameter o was set to 20 %. The extracted
contrast frequent sets are shown in Table 4.

Based on the experts’ opinions of this company, the first contrast set of “structure
breakers” which is shown in the first row of Table 4, implies the students who partially
churned to one of competitors because of special promotions that were launched

Table 4 Contrast frequent item sets of “structure breakers” and “non-structure breakers”

ID GI’OU.[) Frequent item set Supportstructurebreakers (%) Supportnonfstructurebreakers (%)
1 “Structure | 18 <=Age <25 54.37 29.41

breakers” | and Job = jobless
2 | “Structure |45 <=Age <60 8.43 -

breakers” | and Job = “private jobs”

and Gender = “male”

3 | “Non- Age >=60 1.52 23.76

structure

breakers”
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by that company. This frequent item set is probably related to the customers who
migrated from HHH2 to HLH2 and HLL. The experts of this company believe that
the second frequent item set refers to the men who use the services for their job;
they are the customers who migrated from HHH1 to HHH2. It is notable that the
difference between the support values of this frequent set is less that 20 %. As the
support of this frequent set for “non-structure breakers” is too low, we considered
this item set as a contrast one. We run the algorithm by a minimum support of 1 %;
accordingly, the support of this frequent item set in “non-structure breakers” group
is surely less than 1 %.

The third contrast set implies that 23.76 % of “non-structure breakers” are older
than 60 years old. Based on the experts’ opinions, these customers use these types
of services infrequently, not only the services of this company. In other words, the
demand for using these services decreased gradually over time in this group. Based
on the obtained rules of “non-structure breakers”, these customers migrated from
HHH?2 to LLL or from LLL to inactive status that admits this idea. The obtained
contrast sets can be used to improve marketing decisions; they can be also imple-
mented for prediction purposes to predict the behavior of a customer based on his/her
characteristics.

4.2 Results Analysis of Data Set 2

We applied the proposed method on the customer data of a private bank. The related
data contains detailed information about customers’ transactions during two years
including these attributes: customer ID, date, type of product/account, amount, chan-
nel and branch. 20000 customers were selected randomly.

We used the RFM model to detect customer segments over 8 three-month periods.
Based on the results, four different groups of customers were obtained during 8
periods including HLL, LLL, LHH1 and LHH2. Segments HLL, LLL and LHH1
appeared in all periods. Segment LHH2 was present only two times at periods 6 and
7. Accordingly, the structural changes in this case include creating segments LHH2.

Similar to the previous case which was discussed in the previous sub-section,
steps 3 and 4 of the proposed method were implemented on the both categories of
transition sequences including 3893 and 5673 records, respectively. It is notable that
most of the customers in this case follow a static behavior. In this case, we defined
a customer as “static customer”, if he/she remained in one segment at least 6 times
over 8 periods.

Based on the results, two groups of customers are identified:

“Structure breakers”: the customers who were in segment LHH1 in the first periods
and then migrated to segment LHH2. In fact, the behavior of this group and the
changes in the behavior of these customers cause the formation of segment LHH2
in periods 6 and 7.
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“Non-structure breakers”: this group includes the customer who switched between
segments LLL and HLL with a higher relative stability in segment HLL and finally
migrated to HLL.

In this case, we did not access to the demographics or any other features of the
customers to implement step 5.

5 The Potential Usefulness of Results in Intelligent
Decision Making

The focus of this study is to present a general method to provide knowledge through
some if-then rules to support intelligent decision making for customer dynamics
analytics and management. In this section, we discuss how the obtained results and
rules can enlarge the opportunities for intelligent decision making. The obtained
results provide a good insight about customers’ changing behavior and the patterns
of structural changes. This would help the marketing managers to improve marketing
decisions.

For example, as a result of the telecommunication case study, a group of customers
were detected whose changing behavior causes to create segments HLH2 and HLL
over time. As the obtained rules imply, customers partially churn gradually, not
instantaneously and the movement from segment HHH?2 to HLL happens gradually.
In fact, firstly, the frequency variable of these customers decreases and then the
monetary variable falls after some periods. This implies that changing customer
behavior in this manner is a warning signal indicating a fall in the monetary value.
By using the obtained rules and the knowledge achieved about the distinguishing
and contrast characteristics of this group, the marketing experts can identify the
potential structure breakers at the first steps. Here, there is a good opportunity for
the marketing managers to avoid the fall in the monetary values of these customers
by using appropriate marketing strategies.

As a main result, three categories of rules are obtained by using the proposed
method: “rules that distinguish structure breakers from non-structure breakers”,
“rules that differentiate non-structure breakers from structure breakers” and “iden-
tical rules between two groups”. These rules can provide the knowledge required
to design the knowledge base of an intelligent decision support system. To sup-
port intelligent decision making, the intelligent agents and systems must maintain a
knowledge base. This knowledge base usually relies on a set of rules. In this regard,
these rules can be very effective and provide good capabilities.

These rules and the obtained contrast characteristics can be very helpful for pre-
diction purposes. This can help the marketing managers to classify a new customer
into the mentioned two groups. The obtained rules are also helpful to predict his/her
behavior. If a target customer’s membership history is similar to the conditional part
of a rule, then his/her switching behavior is deemed the consequent part of the rule.

Accordingly, an intelligent expert system can be designed based on the obtained
rules and the contrast characteristics. This system can support intelligent decision
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making and suggest the type of customer and the future behavior based on the trail
of his/her previous switches between different segment and his/her profile.

6 Conclusion

This study proposed a general method to investigate the impact of customer dynamics
on segments’ structural changes and to explore the patterns of these changes for
the first time. This method provides explanatory and predictive analytics through
some if-then rules to provide knowledge for intelligent decision making in customer
dynamics management. The proposed method was successfully implemented on the
customer data of a telecommunication service provider and also a private bank.

According to the results, we defined a new concept in the domain of customer
dynamics as “structure breakers”. Structure breakers are the customers whose chang-
ing behavior causes structural changes. Identifying these customers is very important;
because they cause segment instability which is a difficult challenge in customer
segmentation analysis. Another group of dynamic customers is also identified as
“non-structure breakers” who switch between different segments over time but do
not cause any changes in the structure of segments. The distinguishing rules and
contrast sets of these two groups provide accurate knowledge about the behavior and
characteristics of these two types of customers. The findings provide a good insight
about customers’ dynamic behavior that helps the marketing managers to improve
marketing decisions and strategies.

One of the main advantages of the results is to enlarge the opportunities for
intelligent decision making for dynamic customer management. Three groups of if-
then rules are extracted: “distinguishing rules of structure breakers”, “distinguishing
rules of non-structure breakers” and “not-distinguishing and identical rules between
these two groups”. These rules and the emerging patterns can be used for prediction
purposes. We can identify the group that a new customer may belong to; we can
also predict the behavior of a customer based on these rules. The obtained rules are
relatively easy to interpret and use and so strengthen the practicality of results.
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