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Abstract

An Intelligent Fuzzy Agent for Meeting Scheduling Decision Support System is proposed in this paper.
The proposed Intelligent Fuzzy Agent including Meeting Negotiation Agent, Fuzzy Inference Agent and
Genetic Learning Agent can search and decide the suitable meeting time for the specified meeting in an
organization. When a meeting host requests a meeting, the Meeting Negotiation Agent immediately sends the
invitees” names to Meeting Scheduling Decision Support System for retrieving their schedules from Group
Calendar Data Base, then Meeting Scheduling Decision Support System will compute the possible meeting
time and respond the results to Meeting Negotiation Agent. Moreover, the Fuzzy Inference Agent infers the
adequate meeting time based on the information provided by Meeting Negotiation Agent and Personalized
Knowledge Base, and sends the computing result back to Meeting Scheduling Decision Support System. The
meeting host will decide the final meeting time based on Meeting Scheduling Decision Support System and
announce the meeting information by various devices including PDA, WAP, FAX, or E-mail. Furthermore,
the invitees’ decisions for attending the meeting or not will be stored into Meeting Information Knowledge
Base, then the Genetic Learning Agent will adjust the Personalized Knowledge Base for the next meeting.
By the experimental results, the proposed Intelligent Fuzzy Agent can work efficiently and effectively for
Meeting Scheduling Decision Support System.

(© 2003 Elsevier B.V. All rights reserved.
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1. Introduction

An agent is a program that performs unique tasks without direct human supervision. Ferber [7]
gives another definition of an agent such as “an agent is capable of acting in an environment
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and can communicate directly with other agents”. An intelligent agent is more powerful than an
agent because of the reasoning and learning capabilities [4]. There are many meeting schedul-
ing approaches that have been proposed. For example, Sen [14] proposes a software system that
uses intelligent meeting-scheduling agents negotiating with other agents without compromising their
user-specified constrains. The author uses a distributed approach with intelligent agents to design
and develop efficient meeting scheduling. But the approach lacks of invitee’s behavior learning
and reasoning mechanism. Sugihara et al. [15] propose a meeting scheduler for office automa-
tion. They consider the priorities on persons and meetings in a real office environment, and use
a heuristic algorithm for timetable rearrangement. Haynes et al. [8] propose an automated meet-
ing scheduling system that utilizes user preferences. They highlight the usage of user preferences
and priorities by the scheduling agent with regards to time of day, day of week, status of other
invitees, topic of the meeting, and so on. But they do not investigate learning user preferences,
either from observed behavior of the user or from querying other agents. Jeong et al. [9] focus
their research on how the meeting-scheduling agent can reduce failures when there is no com-
mon time-slot. They solve the failure condition with utilizing the cooperation and the rescheduling
strategy.

Besides, there are other meeting-scheduling systems that have been proposed. For example, Mynatt
et al. [13] present a calendar’s system, Ashir et al. [1] propose a multi-agent decision system,
Bergenti et al. [2] describe an agent-based computer-supported system, and Lee et al. propose a
fuzzy decision agent for meeting scheduling [10]. The common drawback of the proposed systems
is lack of personalized learning invitees’ behavior. On the other hand, Lin et al. [11] propose the
fuzzy neural network architecture for control and decision system. Cordon et al. [3,5,6] propose a
knowledge base generating and learning approach for a fuzzy system. The knowledge base contains
a database (DB) and a rule base (RB). The proposed approach can automatically learn the DB and
RB based on genetic algorithm.

In this paper, we propose a novel genetic-based fuzzy decision agent for meeting scheduling
support system based on the learning mechanisms introduced in [3,5,6,11]. The proposed Intelligent
Fuzzy Agent (IFA) contains a Meeting Scheduling Agent (MNA), a Fuzzy Inference Agent (FIA)
and a Genetic Learning Agent (GLA) to carry out the suitable meeting time selection. Moreover, the
Meeting Scheduling Decision Support System (MSDSS) will process the meeting information and
send the selected suitable meeting time to the meeting host for deciding the final meeting time. In
addition, the Group Calendar Data Base (GCDB) and Meeting Information Knowledge Base (MIKB)
will store the personal calendar and personal meeting behavior. The details will be described in the
following sections. The rest of this paper is organized as follows. In Section 2, the architecture
of Meeting Scheduling Decision Support System is proposed. Section 3 introduces the Intelligent
Fuzzy Meeting Agent. The experimental results are shown in Section 4. Finally, the conclusions and
discussions are given in Section 5.

2. Meeting scheduling decision support system
In this section, we will brief describe the functionality of the meeting scheduling decision sup-

port system including the intelligent fuzzy agent. The intelligent fuzzy agent contains the meeting
negotiation agent, fuzzy inference agent and genetic learning agent to perform the reasoning and
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Fig. 1. The architecture of the meeting scheduling decision support system.

learning tasks. In addition, the personalized knowledge base is also used in this agent. Fig. 1 shows
the architecture of the meeting scheduling decision support system.

In Fig. 1, when a meeting host requests a meeting, Meeting Negotiation Agent (MNA) receives
the invitees’ names, meeting time slot and meeting subject, then immediately sends the meeting
information to MSDSS and Fuzzy Inference Agent (FIA). MSDSS obtains the invitees’ names,
retrieves their schedules from Group Calendar Data Base (GCDB), computes the common free
time or removable working time for all invitees, and then responds the computing results to MNA.
Moreover, FIA infers the adequate meeting time with the attending possibility of all invitees based
on the information provided by MNA and Personalized Knowledge Base (PKB). The parameters of
the fuzzy variables that represent the behavior of the invitee will be stored in PKB for FIA. MNA
sends the meeting information including meeting time length, invitee’s names and their priority,
meeting event importance, and meeting time preference with working priority to FIA. In addition,
FIA also retrieves the PKB to get the meeting time preference of all the invitees for computing the
attending possibility and sends the computing results to MSDSS. The meeting host will receive the
adequate meeting time slots from MSDSS and decide the final meeting time, then send the result
back to MSDSS. Finally, MSDSS will refer the GCDB to get the personal profile and announce the
meeting information by various platforms including PDA, WAP, FAX, or E-mail. Furthermore, the
actual decisions of the invitees will be stored into Meeting Information Knowledge Base (MIKB)
for genetic leaning invitee’s personal behavior. To solve the contradictory information problem, the
GLA will judge the consistency of the training data set retrieved from MIKB first. If there is a case
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with different output (AMP) for the same input (UP, MEP, MTL, MEP1, and MTP2), then GLA
will discard the contradictory information. The fuzzy inference agent and genetic learning agent will
be detailed introduced in the next section.

3. Intelligent fuzzy agent

The Intelligent Fuzzy Agent (IFA) contains three sub-agents including Meeting Negotiation Agent
(MNA), Fuzzy Inference Agent (FIA) and Genetic Learning Agent (GLA) to assist the meeting
host in holding the meeting. MNA gathers the meeting invitees’ names from meeting host and sends
them to FIA and MSDSS. In addition, MNA also receives the computed results of MSDSS and
sends them to FIA. The architecture and inference mechanism of FIA will be introduced below.

3.1. Fuzzy inference agent

The architecture of Fuzzy Inference Agent (FIA) in the IFA is shown in Fig. 2.

In Fig. 2, the structure consists of five layers [10,11]. There are five kinds of nodes in this model:
input linguistic node, input term node, rule node, output term node and output linguistic node. A
fuzzy linguistic node represents a fuzzy variable. A term node represents the mapping degree of the
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Fig. 2. The architecture of Fuzzy Inference Agent.
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fuzzy variable. A rule node represents a rule and decides the final firing strength of that rule during
inferring. Now, we will describe each layer in details. The first two layers are called the premise
layer, which is used to represent the premise part of the fuzzy system.

Layer 1: The nodes in first layer just directly transmit input values to next layer. If the input
vector of the ith invitee is x; = (x;1, X2, - - -, Xim ), Where x;,, is denoted as the input value of mth fuzzy
variable for ith invitee, then the output vector of ith invitee for this layer will be

:uil = ((xl'll’xilza <o XN, )’ (xi217xi225 < Xi2N, )5 ey (ximl,ximZa <o o5 XimN,, ))5 (1)

where x;j is input value of the kth linguistic term in the jth fuzzy variable for ith invitee.
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Table 1. (Continued)

Rule UP MEP MTL MTP(1) MTP(2) AMP Rule UP MEP MTL MTP(1) MTP(2) AMP
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Fig. 4. Fuzzy sets for Attend Meeting Probability fuzzy variable.

Layer 2: Each fuzzy variable of the second layer appearing in the premise part is represented with
a condition node. Each of the outputs of the condition node is connected to rule nodes in the third
layer to constitute a condition specified in some rules. Note that the output links must be emitted from
proper linguistic terms as specified in fuzzy rules. This layer performs the first inference step to com-
pute matching degrees. If the input vector of this layer is ,u,-1 = (X115 X012 - - -5 X118, )5 (X021, X022, + + - 5 Xi2N, )
seeos (Ximls Xim2, - - - »Ximn, ) ), then the output vector will be

2 2 2 2 2 2 2 2 2 2
Wi = ((uill’ui127"'7ui1N1 )>(ui2l7ui22>'"7ui2N2)7""(uiml’uimZ"‘"uimNm))’ (2)

where ufjk is the membership degree of the kth linguistic term in the jth fuzzy variable for ith

invitee. In this paper, the triangular function and trapezoidal function are adopted as the membership
functions of linguistic terms. The trapezoidal membership function is specified by four parameters
[/, hy, hy, 7] as follows:

0, x <1,
x =D/ —=1), I <x<h,
u(x) =< 1, hy < x < hy, (3)
(r=x)/(r—hy), hy<x<r,
0, x=r.

Obviously, the triangular membership function is a special case of the trapezoidal function when
hy=hs.
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There are five input fuzzy variables used in FIA for MSDSS. They are User_Priority (UP) fuzzy
variable denoted the importance of invitee in the meeting, Meeting Event Priority (MEP) fuzzy
variable denoted the important of the meeting, Meeting_Time_Length (MTL) fuzzy variable denoted
the length of meeting time, Meeting_Time_Preference_1 (MTP1) fuzzy variable, and Meeting_Time_
Preference 2 (MTP2) fuzzy variable. MTP1 fuzzy variable denotes the preference of meeting time
for invitee. For example, if most people prefer to attending the meeting at 10:00 AM in the morning,
but the meeting time is 9:30 AM, then FIA may infer the possibility of attending this meeting for
all participants is high. MTP2 fuzzy variable is used to consider the work priority of each invitee’s
schedule. For instance, if a meeting event priority for user A is low, and A has another high priority
work to do at the meeting time, then A may not attend the meeting this time. Figs. 3(a)—(e) show
the fuzzy sets of fuzzy variables UP, MEP, MTL, MTP1 and MTP2, respectively. Notice that the
membership functions of Low, Median and High for user priority score are predefined by the domain
expert and will be learned by GLA. There are similar reasons for the other fuzzy variables shown
in Figs. 3(b)—(e).

Now we show an example for layer 1 and layer 2 as follows. If the input parameter set x;
for invitee i is (2,4,2,10,4), that is, the user priority is 2, the meeting event priority is 4, the
meeting time length is 2 hours, the meeting time is at 10:00 AM, and meeting time preference is
4, then the output vector for layer 1 is u! =((2,2,2),(4,4,4),(2,2),(10,10,10),(4,4)). In addition,
the input vector for layer 2 is u! =((2,2,2),(4,4,4),(2,2),(10,10,10),(4,4)), and the output vector
of layer 2 is the membership degree set ©? = ((0,1,0),(0,0,1),(0.75,0),(1,0,0),(0,41) based on the
membership functions defined in Fig. 3.

Layer 3: The third layer is called the rule layer where each node is a rule node to represent a
fuzzy rule. The links in this layer are used to perform precondition matching of fuzzy logic rules.
Hence, the rule nodes should perform the fuzzy AND operation [11], the outputs will be linked
with associated linguistic node in the fourth layer, and each output link has its weight w. In our
model, the rules are defined by domain expert’s knowledge previously, and we show them in Table 1.
Eq. (4) shows the precondition matching degree 1, and the output linking weight w3 of Rule node 1
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for ith invitee as follows:

3 .2 9 2
Wi = min(ugy g, Upy s - o Uiy )s

I1 . 4)
t=1

Layer 4: The fourth layer and the fifth layer are called the output term node and output linguistic
node respectively, and they are also called the conclusion layer. The output fuzzy variable for FIA is
Attend_Meeting_Possibility (AMP) denoted the possibility of attending the meeting for each invitee.
There are three linguistic terms Low, Median, and High in the output fuzzy variable. Fig. 4 shows
the fuzzy sets of AMP.

The output term node performs the fuzzy OR operation to integrate the fired rules which have the
same consequence. If Pr, Py, and Py denote the rule nodes output linking to the linguistic terms
Low, Medium, and High respectively. Then the output of layer four is as follows:

3
Wil

4 . 3 . 3 :
u= <Centr01d <P1ng§w{uih} X Low> , Centroid <PMg1A2§mm{uiPM} X Medlum) ,

Centroid < max {1, } x High)) ) S

Py EHig
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where the function Centroid(-) denotes the centroid defuzzification process.

Layer 5: Support that the V}; = Centroid(maxp, crow { ufPL} x Low), Vi = Centroid(maxp,,cuedium
{13p, } x Medium), and Vj = Centroid(maxp,cpign {13, } x High), then the AMP value for invitee
i is as follows:

=t (6)

where w, denotes the integrated weight of rule nodes for each output linguistic term. For example,
Eq. (7) shows the weight w;; of linguistic term Low for invitee i.
Wi = Z wpr x o, where o0 = (7)

{ 1, M?PL 1S maximum,
Py eLow

0, otherwise.
Next, we will introduce the genetic learning agent as follows.
3.2. Genetic learning agent

This subsection will introduce the GLA for personalized meeting behavior learning. The factors of
meeting behavior considered here are the fuzzy variables UP, MEP, MLT, MTP1, MTP2, and AMP.
After holding a meeting, the invitees’ meeting records will be stored into MIKB. GLA immediately
retrieves the personal meeting records to be the training data from MIKB and sends them to FIA
for getting the invitees’ meeting behavior. The important questions when using genetic learning are
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curves of the elitist chromosome for the 15 times meeting behavior learning.

how to encode each solution, how to evaluate these solutions and how to create new solutions from
existing ones. Moreover, it is relatively important choice of the initial population, because we can
quickly obtain the better solutions if an adequate initial gene pool is chosen [5,6]. In this subsection,
we apply the learning approach proposed by Cordon et al. [5,6] to learn the PKB containing Personal
DB (PDB) and Personal RB (PRB) for the next meeting behavior learning. Now we describe the
main components of GLA as follows. The two components of the PKB to be encoded are the
membership functions of the fuzzy variables (PDB) and the linguistic modifiers of the linguistic
terms (PRB). Therefore, each chromosome will be composed of the above two parts, called CS,
part and CS, part, respectively. Fig. 5 shows the chromosome of CS, part for invitee i.
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In Fig. 5, Xi1,..., and X;,, denote the input fuzzy variables and Y; denotes the output fuzzy variable
for invitee i. The encoding approach for the fuzzy variables is as the following equations:

)(il = {[ZilLla hlilLl: h2i1L1: rilLl], [lilLZ: hlilLZ’ h2i1L2> rilLZ]a cees [lilLN1 P hlilLN1 5 h2i1LN1 > TilLN, ]}’ (8)

Xim = {[lilea hiimets Moimpts Vime1 1 Uime2s Bime2s hoime2, Yimi2 1, - - -

[/ imLNy, » hlimLNm, h2imLNm > VimLN,, ] }, )
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Y, = {[lm, hiivis haivis rivils [Liva, huiva, hoiva, Tival, - - - [liYNy> hliYN),.a h2iYN_Va ”iYN",‘]}' (10)

Fig. 6 shows a graphic representation of a specific fuzzy variable X;, with three linguistic terms

Uimers Buimets hoimes Fime1 1s [Lime2s Buimz2s hoimias Pim2], a0 [Limes, hiimes, Baimess imes ]-
In this case, we define the encoding restrictions for the fuzzy variable as follows:

Limin < hiimpt < hoimpt < Fimzts Limiz < hiimzz < hoimrz < Fimzos Limes < Riimis

< Moimiz < Fimes Moimet < limpz < Timet < Mimz2, Poimiz < limis < Timeo < hiimis. (11)

The restrictions are used to preserve meaningful fuzzy sets. In contrast to the variation intervals
proposed by Cordon et al. [3,5,6], the restrictions make the tuning range larger to improve the learn-
ing efficiency for GLA. In fact, the above restrictions can work effectively for tuning the membership
functions of UP, MEP, MTL, MTP2 and AMP, but they are not suitable to tune the membership
functions of MTP1. The meeting time preference is various for the invitees, it may be in the morn-
ing, noon, or afternoon. Hence the linguistic term High of MTP1 may be located at different time
slot for different invitee. In this paper, we propose a dynamic restriction algorithm that can solve this
problem. The Dynamic Restriction Algorithm for the fuzzy variable MTP1 is as follows (Fig. 7):

Dynamic Restriction Algorithm

Set the dynamic restrictions of fuzzy variable MTP1 for genetic tuning.

Input:

The chromosome from the gene population.

Output:

The restriction set of the linguistic terms for MTP1.

Method:

Step 1: Retrieve the parameters of MTP1 from the chromosome.
Step 1.1: [Prigh_i> Prigh_ni» Priigh_tr Priigh_r] < [High» 11 tighs Porigh» T Hign]-
Step 1.2: [PMediumJa PMediumJtl: PMedium,hra PMediumJ] — [ZMediuma thediuma hZMedium: rMedium]'
Step 1.3: [PLowJa PLantl: PLow,hrs PLOWJ] — [ZLowa hlLowa h2L0ws rLow]-

Step 2: Sort the positions of the linguistic term’s peak values (Prigh_ni + Prigh_nr)/2,
(PMediumJll + PMediumJtr)/za and (PLow,hl + PLoler )/2
Step 2.1: min + the linguistic term with the minimum peak value.
Step 2.2: med « the linguistic term with the medium peak value.
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Table 2
Fuzzy Rules After Learning for invitee i (L:Low, M:Medium, H:High, Lg:Long, S:Short)
Rule uP MEP MTL MTP(1) MTP(2) AMP
very L m-or-l L m-or-l Lg m-or-l H L very L
TN \ A \
very L m-or-l M m-or-l Lg very L m-or-l H | m-or-l L
N N
very L M S m-or-l L m-or-l L L
- [ >0 I
m-or-l L H very Lg m-or-l L very H vey M
il I S I TN
very L very H very S m-or-l H very L M
® DA W N AN
m-or-l M m-or-l L m-or-l S H very L m-or-l M
47 /_\ \\ \ /\ \
vey M L m-or-l S m-or-l H very H vey H
m-or-l M m-or-l M S H m-or-l L m-or-l H
VAR N VAN '
very M m-or-l H very S m-or-l M m-or-l H H
N /_\ / N / /
m-or-| H m-or-l M Lg very H very H H
N~ S N A1 7
Step 2.3: Max «— the linguistic term with the maximum peak value.

Step 3: Generate the dynamic restrictions as follows:

Step 3.1:
Step 3.2:
Step 3.3:
Step 3.4:
Step 3.5:

Generate the restriction Py 1 < Pruin i < Prin_hr < Prin_r

Generate the restriction Py 1 < Pued 11 < Pued i < Pred r
Generate the restriction Pac 1 < Proax il < P e < Proaer
Generate the restriction Py i < Ped 1 <Prin_r < Pred_hi
Generate the restriction Py < Poac 1 < Pred r < Poax_ni

Step 4: End.

Next, the encoding approach for PRB will be described. A linguistic modifier used in PRB is a
function with the parameter ¢ that lets us alter the membership functions for the fuzzy sets associated
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Table 3
The training data set with the AMP before and after learning
The training data Desired  Original Cordon  GLA GLA GLA GLA
output results results  (0.9/0.05) (0.6/0.05) (0.9/0.1) (0.6/0.1)
results results results results
UP MEP MTL MTPI MTP2 AMP AMP AMP AMP AMP AMP AMP
3 3 2 15 4 1 0.9983 09809 1 0.9858 0.998 0.9999
2 0 2 13 3 1 0.4996 0.3988  0.9015 0.9717 0.9999 0.9906
3 1 3 12 3 1 0.958 09387 1 0.9791 0.9992 0.9988
0 3 3 12 4 1 0.8032 0.9897 09185 0.9693 0.9987 0.9836
1 2 4 10 4 0 0.5 02889 0 0.0125 0 0.0004
3 3 5 9 3 0 0.9186 04164 0 0.0386 0 0
3 2 4 13 4 1 0.8032 09402 1 0.9445 0.9974 0.9977
1 2 2 15 4 1 0.9097 09735 1 0.9846 0.9989 0.9993
1 2 4 11 4 0 0.4991 02955 0 0.0071 0 0
3 2 5 8 4 0 0.8032 02615 0 0.0912 0 0.1234
0 1 1 16 4 1 0.5002 0.416 1 0.9753 0.8273 0.9991
4 4 3 14 3 1 0.9978 0.992 1 0.9697 0.9978 0.9996
1 0 4 11 3 0 0.5 03319 0 0 0 0
1 1 2 14 3 1 0.7856 0.886 1 0.9426 0.9993 0.9917
3 3 4 12 3 1 0.9193 09641 1 0.9237 0.9978 0.9983
Table 4
The test data set with the AMP before and after learning
The test data Desired  Original Cordon GLA GLA GLA GLA
output results results  (0.9/0.05) (0.6/0.05) (0.9/0.1) (0.6/0.1)
results results results results
UP MEP MTL MTPl MTP2 AMP AMP AMP AMP AMP AMP AMP
1 0 2 8 3 0 0.9031 09754 0 0.1022 0 0.0426
1 2 3 13 4 1 0.9033 0.9932  0.9949 0.9788 0.9978 0.9989
1 0 1 12 4 1 0.5 0.3795  0.8833 0.1229 0.9962 0.2895
4 3 2 15 3 1 0.9986 0.9708 1 0.8702 0.9986 0.8407
3 3 5 9 4 0 0.9191 03976 0 0.0967 0 0.1862
Table 5
The mean square error values of the training and test data
MSE[;a MSEtSI
Original results 0.09593744 0.19196871
Cordon [9] results 0.04160218 0.14954099
GLA (0.9/0.05) results 0.000544817 0.00136449
GLA (0.6/0.05) results 0.000878598 0.080639765
GLA (0.9/0.1) results 0.000994992 0.00000212398
GLA (0.6/0.1) results 0.000526634 0.056667317
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o —— average of GLA(0.9/0.05)
0.16 —a&— average of GLA(0.6/0.05)
—— average of GLA(0.9/0.1)
—¥— average of GLA(0.6/0.1)
o average of Cordon

(a) . Generation

0.12
—— best of GLA(0.9/0.05)
—&— best of GLA(0.6/0.05)
—>— best of GLA(0.9/0.1)
01} —¥— best of GLA(0.6/0.1)
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Fig. 13. (a) The convergence curves of the population for the 15 times meeting behavior learning. (b) The convergence
curves of the elitist chromosome for the 15 times meeting behavior learning.

to the linguistic term. Two of the most well known modifiers are the concentration linguistic modifier
“very” (6=2) and dilation linguistic modifier “more-or-less” (6 = 0.5) [3,5]. Egs. (12) and (13)
denote the functions of the two modifiers used in this paper:

uY (x) = (u(x))?, (12)
umore—or—leSS(x) _ (u(x))O.S. (13)

Fig. 8 (a)—(c) show the graphic representation of the specific linguistic terms normal High (6 =1),
very High (0 =2) and more-or-less High (6 =0.5), respectively.
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Table 6

The training data set with the AMP before and after learning

The training data Desired  Original Cordon GLA GLA GLA GLA

output results results  (0.9/0.05) (0.6/0.05) (0.9/0.1) (0.6/0.1)

results results results results

UP MEP MTL MTPI MTP2 AMP AMP AMP AMP AMP AMP AMP

3 3 2 15 4 1 0.9997 09633 1 0.9667 1 0.9985

2 0 2 13 3 1 0.4996 04843 1 0.9656 09117 0.8734

3 1 3 12 3 1 0.9989 0.9099  0.9997 0.9518 0.9999 0.9965

0 3 3 12 4 1 0.9997 0.971 0.8295 0.9666 1 0.9825

1 2 4 10 4 0 0.4993 0.5083 0 0.058 0.004 0.0604

3 3 5 9 3 0 0.9995 0.5308 0 0 0 0

3 2 4 13 4 1 0.9998 0.7465 1 0.9635 0.9823 0.9998

1 2 2 15 4 1 0.4993 09589 1 0.9612 1 1

1 2 4 11 4 0 0.5015 0 0 0.0635 0.0041 0.0907

3 2 5 8 4 0 0.9998 0 0 0 0 0

0 1 1 16 4 1 0.5 0.4987  0.9903 0.9646 1 1

4 4 3 14 3 1 1 0.994 1 0.9663 1 1

1 0 4 11 3 0 0.5 0 0 0.0142 0.0099 0.0181

1 1 2 14 3 1 0.5011 09338 1 0.953 1 0.9942

3 3 4 12 3 1 0.9989 09811  0.9958 0.9592 1 0.9823

Table 7

The test data set with the AMP before and after learning

The test data Desired  Original Cordon GLA GLA GLA GLA

output results results  (0.9/0.05) (0.6/0.05) (0.9/0.1) (0.6/0.1)

results results results results

UP MEP MTL MTPI MTP2 AMP AMP AMP AMP AMP AMP AMP

1 0 2 8 3 0 0.9031 0 0 0 0 0

1 2 3 13 4 1 0.9033 0.8878 1 0.9567 0.9083 0.996

1 0 1 12 4 1 0.5 0.494 0.8296 0.9519 0.9096 0.8547

4 3 2 15 3 1 0.9986 09845 1 0.9666 1 1

3 3 5 9 4 0 0.9191 0.5936 0 0 0 0

Eq. (14) shows the CS, encoding approach for invitee i. In this case, the parameter oy,
denotes the linguistic modifier of mth input fuzzy variable for rth fuzzy inference rule. Similarly,
the parameter o], denotes the linguistic modifier of output fuzzy variable for rth fuzzy inference
rule.

{[61X1’ X2 951Xm’ iy [51X1’ X2 le’ zY]} (14)

The initial population for the gene pool is composed of four groups with the same number of CS,
part and CS, part. The first group is composed of the original CS, part defined in Fig. 3 and CS,
part with the unit modifier (6 =1). The second group is composed of the original CS, part defined
in Fig. 3 and randomized CS, part. The third group is composed of randomized CS, part and unit
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Table 8
The mean square error values of the training and test data

MSEa MSE:s:
Original results 0.12498025 0.19196871
Cordon [9] results 0.037946623 0.062122606
GLA (0.9/0.05) results 0.000972735 0.002903617
GLA (0.6/0.05) results 0.000747637 0.000530406
GLA (0.9/0.1) results 0.0002747 0.001658105
GLA (0.6/0.1) results 0.000963251 0.002112808

modifier CS;, part (0 =1). The fourth group is composed of randomized CS, part and randomized
CS, part. Next, we describe the genetic operators as follows.

Fig. 9 shows the flow chart of GLA. The GLA initiates the population by the encoding schema and
restrictions, then records the initiation population as the current population. The chromosome in the
current population is evaluated by the fitness function. If the evaluation does not satisfy the fitness
function, then GLA processes the generation. The elitism is used in this process. In the beginning
of selection, the best two chromosomes in the current population are selected to the new population
without crossover and mutation. The remaining chromosomes in the new population are selected by
the Roulette Wheel Selection mechanism [12]. It is one of the most common techniques being used
for a proportionate selection mechanism. The new population will replace current population when
the two population numbers are equal.

After the elitism selection, two other fundamental operators, crossover and mutation, are introduced
below. The one-point crossover method is adopted and a crossover point is randomly set. The
portions of the two chromosomes beyond this cut-off point to the right are to be exchanged to form
the offspring. An operation rate with a typical value between 0.6 and 1.0 is normally used as the
probability of crossover [12]. The mutation process is applied to each offspring individually after the
crossover exercise. It alters each gene randomly with a typical probability value of less than 0.1. In
this paper, the CS, part and CS), part are mutated in the restriction of Eq. (8) and the set {0.5, 1,2},
respectively. The probability parameters of crossover and mutation are critically dependent upon the
nature of the objective function. An objective function is a measuring mechanism that is used to
evaluate the status of chromosome. The objective (fitness) function used here is to minimize the
mean square error (MSE) as follows:

T
1
MSE = —— i — Vid ) 15
2><T;1 (Vie = Yita) (15)

where T denotes the number of the training data for invitee i, y;, denotes the output of FIA for the
tth training data, and y;; denotes the desired output of the tth training data for invitee i.
4. Experimental results

We have constructed an experimental website with intelligent fuzzy agent for meeting schedul-
ing decision support system at the E-Commerce Lab. of Chang Jung University, Tainan, Taiwan,
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Fig. 14. (a) The convergence curves of the population for the 15 times meeting behavior learning. (b) The convergence
curves of the elitist chromosome for the 15 times meeting behavior learning.

to verify the performance of the agent. This intelligent fuzzy agent has been used to support the
meeting scheduling for the research group of E-Commerce Lab. In this paper, we retrieve a member
of E-Commerce Lab. with 20 times meeting information from MIKB and PKB, then adopt 15 and
5 times of meeting information to be the training and testing data, respectively. The first experiment
adopt the trapezoidal functions to be the membership functions of the fuzzy variables. The param-
eter for UP, MEP, MTL, MTP1, MTP2 and AMP are {[0,0,0,1.5], [0.5,1.5,2.5,3.5], [2.5,4,4,4]},
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Table 9

The training data set with the AMP before and after learning

The training data Desired  Original Cordon GLA GLA GLA GLA

output results results  (0.9/0.05) (0.6/0.05) (0.9/0.1) (0.6/0.1)

results results results results

UP MEP MTL MTPI MTP2 AMP AMP AMP AMP AMP AMP AMP

3 3 2 15 4 1 0.9997 1 1 1 1 1

2 0 2 13 3 1 0.4996 1 0.9991 0.9921 0.9501 0.9996

3 1 3 12 3 1 0.9989 0.9872  0.9986 0.9984 1 1

0 3 3 12 4 1 0.9997 1 1 1 0.9231 0.9968

1 2 4 10 4 1 0.4993 1 1 1 1 1

3 3 5 9 3 1 0.9995 0.9821 1 0.9995 1 0.9984

3 2 4 13 4 1 0.9998 1 1 1 1 1

1 2 2 15 4 1 0.4993 1 1 1 1 1

1 2 4 11 4 1 0.5015 1 1 1 1 1

3 2 5 8 4 1 0.9998 09698 1 0.9981 0.9953 0.999

0 1 1 16 4 1 0.5 0.9971 09127 1 0.9445 0.8752

4 4 3 14 3 1 1 0.9999 1 1 1 1

1 0 4 11 3 1 0.5 1 1 0.9165 0.9791 0.9997

1 1 2 14 3 1 0.5011 1 1 0.9942 1 1

3 3 4 12 3 1 0.9989 0.719 1 0.9997 1 0.9998

Table 10

The test data set with the AMP before and after learning

The test data Desired  Original Cordon GLA GLA GLA GLA

output results results  (0.9/0.05) (0.6/0.05) (0.9/0.1) (0.6/0.1)

results results results results

UP MEP MTL MTPI MTP2 AMP AMP AMP AMP AMP AMP AMP

1 0 2 8 3 1 0.4983 0.9999  0.8854 0.8117 1 0.8745

1 2 3 13 4 1 0.5011 09972 1 1 1 1

1 0 1 12 4 1 0.4993 0.6676 1 0.953 0.9439 1

4 3 2 15 3 1 0.9998 1 1 1 0.9409 1

3 3 5 9 4 1 0.9998 1 1 1 1 0.9984

{[0,0,0,1.5], [0.5,1.5,2.5,3.5], [2.5,4,4,4]}, {[1,1,1,5], [3,6,6,6]}, {[7,10,10,12], [11,14,14,16],
[15,16,16,17]}, {[0,0,0,3], [1,4,4,4]}, and {[0,0,0,0.3], [0.2,0.4,0.6,0.8], [0.7,1,1,1]}, respec-
tively. The compared learning approach is proposed by Cordon [6]. Fig. 10(a) and (b) show the
compared MSE curves of Cordon [6] and GLA with various parameters. In the figures, the first
parameter is crossover probability such as 0.9 or 0.6, and the second parameter is mutation proba-
bility such as 0.05 or 0.1. In addition, Fig. 10(a) shows the convergence curves of the population
for the 15 times meeting behavior learning, and Fig. 10(b) shows the convergence curves of the
elitist chromosome for the 15 times meeting behavior learning. By the results, we can see that GLA
converges faster than Cordon’s algorithm.
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Table 11
The mean square error values of the training and test data

MSE(. MSE
Original results 0.058306918 0.07513048
Cordon [9] results 0.002678857 0.011049763
GLA (0.9/0.05) results 0.000254135 0.001313316
GLA (0.6/0.05) results 0.000235827 0.00376659
GLA (0.9/0.1) results 0.000398092 0.00066402
GLA (0.6/0.1) results 0.000519638 0.001575195

Fig. 11 shows the learned input fuzzy variables of PKB for the specific member of E-Commerce
Lab. by the 15 times training data. Fig. 12 shows the learned output fuzzy variable. Table 2 presents
some of the 108 learned fuzzy rules.

Tables 3 and 4 show the computing results of training data and testing data by the two learning
approaches, respectively. Finally, Table 5 shows the MSE values of the two approaches. By the
experimental results, GLA can achieve lower MSE values than Cordon’s algorithm.

In the second experiment, we utilize the triangular functions to be the membership functions of the
fuzzy variables and compare with Cordon’s method. The parameters of the fuzzy variables for UP,
MEP, MTL, MTP1, MTP2, and AMP are {[0,0,2], [1,2,3], [2,4,4]}, {[0,0,2], [1,2,3], [2,4,4]},
{[1,1,5], [3,6,6]}, {[7,10,12], [11,14,16], [15,16,17]}, {[0,0,3], [1,4,4]}, and {[0,0,0.3],
[0.2,0.5,0.8], [0.7,1,1]}, respectively. There are two different training data sets used in this ex-
periment. First, the training data set with different desired outputs contains AMP =0 and 1 are
made. Fig. 13(a) shows the convergence curves of the population for the 15 times meeting behavior
learning, and Fig. 13(b) shows the convergence curves of the elitist chromosome for the 15 times
meeting behavior learning. Tables 6 and 7 show the computing results of training data and test-
ing data by the two learning approaches, respectively. Table 8 shows the MSE values of the two
approaches. Next, we test the performance of GLA and Cordon Algorithm with the same desired
output AMP = 1. Fig. 14(a) shows the convergence curves of the population for the 15 times meeting
behavior learning, and Fig. 14(b) shows the convergence curves of the elitist chromosome for the
15 times meeting behavior learning. Tables 9 and 10 show the computing results of training data
and testing data by the two learning approaches, respectively. Table 11 shows the MSE values of
the two approaches.

5. Conclusions

An Intelligent Fuzzy Agent (IFA) for Meeting Scheduling Decision Support System is proposed
in this paper. IFA contains three subagents including MNA, FIA, and GLA to perform the intelligent
meeting scheduling support task. Moreover, an experimental website at Chang Jung University to
evaluate the proposed approach is also constructed. The experimental results exhibit that the IFA
can infer the suitable meeting time successfully. In the future, we will adopt various genetic learning
approaches for more efficient and effective personal behavior learning, and try to propose an automatic
fuzzy inference rule generating mechanism.
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